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Applications of optimization are countless. Every process has a potential to be optimized. There is no company that is not involved in solving optimization problems. Indeed, many challenging applications in science and industry can be formulated as optimization problems. Optimization occurs in the minimization of time, cost, and risk or the maximization of profit, quality, and efficiency. For instance, there are many possible ways to design a network to optimize the cost and the quality of service; there are many ways to schedule a production to optimize the time; there are many ways to predict a 3D structure of a protein to optimize the potential energy, and so on.

A large number of real-life optimization problems in science, engineering, economics, and business are complex and difficult to solve. They cannot be solved in an exact manner within a reasonable amount of time. Using approximate algorithms is the main alternative to solve this class of problems.

Approximate algorithms can further be decomposed into two classes: specific heuristics and metaheuristics. Specific heuristics are problem dependent; they are designed and applicable to a particular problem. This book deals with metaheuristics that represent more general approximate algorithms applicable to a large variety of optimization problems. They can be tailored to solve any optimization problem. Metaheuristics solve instances of problems that are believed to be hard in general, by exploring the usually large solution search space of these instances. These algorithms achieve this by reducing the effective size of the space and by exploring that space efficiently. Metaheuristics serve three main purposes: solving problems faster, solving large problems, and obtaining robust algorithms. Moreover, they are simple to design and implement, and are very flexible.

Metaheuristics are a branch of optimization in computer science and applied mathematics that are related to algorithms and computational complexity theory. The past 20 years have witnessed the development of numerous metaheuristics in various communities that sit at the intersection of several fields, including artificial intelligence, computational intelligence, soft computing, mathematical programming, and operations research. Most of the metaheuristics mimic natural metaphors to solve complex optimization problems (e.g., evolution of species, annealing process, ant colony, particle swarm, immune system, bee colony, and wasp swarm).

Metaheuristics are more and more popular in different research areas and industries. One of the indicators of this situation is the huge number of sessions, workshops, and conferences dealing with the design and application of metaheuristics. For
example, in the biannual EMO conference on evolutionary multiobjective optimization, there one more or less 100 papers and 200 participants. This is a subset family of metaheuristics (evolutionary algorithms) applied to a subset class of problems (multi-objective problems)! In practice, metaheuristics are raising a large interest in diverse technologies, industries, and services since they proved to be efficient algorithms in solving a wide range of complex real-life optimization problems in different domains: logistics, bioinformatics and computational biology, engineering design, networking, environment, transportation, data mining, finance, business, and so on. For instance, companies are faced with an increasingly complex environment, an economic pressure, and customer demands. Optimization plays an important role in the imperative cost reduction and fast product development.

PURPOSE OF THIS BOOK

The main goal of this book is to provide a unified view of metaheuristics. It presents the main design questions and search components for all families of metaheuristics. Not only the design aspect of metaheuristics but also their implementation using a software framework are presented. This will encourage the reuse of both the design and the code of existing search components with a high level of transparency regarding the target applications and architectures.

The book provides a complete background that enables readers to design and implement powerful metaheuristics to solve complex optimization problems in a diverse range of application domains. Readers learn to solve large-scale problems quickly and efficiently. Numerous real-world examples of problems and solutions demonstrate how metaheuristics are applied in such fields as telecommunication, logistics and transportation, bioinformatics, engineering design, scheduling, and so on. In this book, the key search components of metaheuristics are considered as a toolbox for

- Designing efficient metaheuristics for optimization problems (e.g., combinatorial optimization, continuous optimization).
- Designing efficient metaheuristics for multiobjective optimization problems.
- Designing hybrid, parallel, and distributed metaheuristics.
- Implementing metaheuristics on sequential and parallel machines.

AUDIENCE

For a practicing engineer, a researcher, or a student, this book provides not only the materiel for all metaheuristics but also the guidance and practical tools for solving complex optimization problems.

One of the main audience of this book is **advanced undergraduate and graduate students** in computer science, operations research, applied mathematics, control,
business and management, engineering, and so on. Many undergraduate courses on optimization throughout the world would be interested in the contents thanks to the introductory part of the book and the additional information on Internet resources.

In addition, the postgraduate courses related to optimization and complex problem solving will be a direct target of the book. Metaheuristics are present in more and more postgraduate studies (computer science, business and management, mathematical programming, engineering, control, etc.).

The intended audience is also researchers in different disciplines. Researchers in computer science and operations research are developing new optimization algorithms. Many researchers in different application domains are also concerned with the use of metaheuristics to solve their problems.

Many engineers are also dealing with optimization in their problem solving. The purpose of the book is to help engineers to use metaheuristics for solving real-world optimization problems in various domains of application. The application part of the book will deal with many important and strategic domains such as computational biology, telecommunication, engineering design, data mining and machine learning, transportation and logistics, production systems, and so on.

The prerequisite knowledge the readers need to have is a basic background in algorithms. For the implementation part, basic background in programming with C++ will be a plus.

OUTLINE

The book is organized in the following six different chapters (Fig. P.1):

- **Common concepts for metaheuristics**: First, this chapter justifies the existence of the book. The main concepts of optimization models, complexity of
algorithms, and optimization methods are outlined. Then, the chapter exposes the common and basic concepts for metaheuristics (e.g., representation, objective function, and constraint handling). These concepts are used in designing any metaheuristic. The encoding (or representation) of a solution and its associated objective function are one of the most important features in metaheuristics. They will define the structure of the problem in which metaheuristics will search “good” solutions. Other important common issues of metaheuristics are detailed: performance evaluation and parameter tuning. Finally, the software engineering aspect dealing with frameworks for metaheuristics is presented.

- Single-solution based metaheuristics: In chapter 2, the focus is on the design and implementation of single-solution based metaheuristics such as local search, tabu search, simulated annealing, threshold accepting, variable neighborhood search, iterated local search, guided local search, GRASP, and so on. The common concepts of this class of metaheuristics are outlined (e.g., neighborhood, initial solution, and incremental evaluation). For each metaheuristic, the specific design and implementation of its search components are exposed. The parameters of each metaheuristic are analyzed and the relationship between different algorithms is addressed. Moreover, the convergence aspect of the introduced metaheuristics and many illustrative examples of their implementation are presented.

- Population-based metaheuristics: Chapter 3 concerns the design and implementation of population-based metaheuristics such as evolutionary algorithms (genetic algorithms, evolution strategies, genetic programming, evolutionary programming, estimation of distribution algorithms, differential evolution, and coevolutionary algorithms), swarm intelligence-based methods (e.g., ant colonies, particle swarm optimization), scatter search, bee colony, artificial immune systems, and so on. The common and specific search concepts of this class of metaheuristics are outlined. Many illustrative examples for their design and implementation are also presented.

- Metaheuristics for multiobjective optimization: In Chapter 4, the design of metaheuristics for multiobjective optimization problems is addressed according to their specific search components (fitness assignment, diversity preservation, and elitism). Many examples of multiobjective problems and popular metaheuristics are illustrated. The performance evaluation aspect is also revisited for this class of metaheuristics.

- Hybrid metaheuristics: Chapter 5 deals with combining metaheuristics with mathematical programming, constraint programming, and machine learning approaches. A general classification, which provides a unifying view, is defined to deal with the numerous hybridization schemes: low-level and high-level hybrids, relay and teamwork hybrids, global and partial hybrids, general and specialist hybrids, and homogeneous and heterogeneous hybrids. Both monoobjective and multiobjective hybrid optimizations are addressed.

- Parallel and distributed metaheuristics: Parallel and distributed metaheuristics for monoobjective and multiobjective optimization are detailed in Chapter 6.
The unified parallel models for metaheuristics (algorithmic level, iteration level, solution level) are analyzed in terms of design. The main concepts of parallel architectures and parallel programming paradigms, which interfere with the implementation of parallel metaheuristics, are also outlined.

Each chapter ends with a summary of the most important points. The evolving web site http://paradiseo.gforge.inria.fr contains the main material (tutorials, practical exercises, and problem-solving environment for some optimization problems).

Many search concepts are illustrated in this book: more than 170 examples and 169 exercises are provided. Appendix introduces the main concepts of the UML (Unified Modeling Language) notations and C++ concepts for an easy understanding and use of the ParadisEO framework for metaheuristics.
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<p>| <strong>ACO</strong> | Ant colony optimization |
| <strong>ADA</strong> | Annealed demon algorithm |
| <strong>aiNET</strong> | Artificial immune network |
| <strong>AIS</strong> | Artificial immune system |
| <strong>AMS</strong> | Adaptive multistart |
| <strong>ARMA</strong> | Autoregression moving average |
| <strong>ART</strong> | Adaptive reasoning technique |
| <strong>A-Teams</strong> | Asynchronous teams algorithm |
| <strong>BA</strong> | Bee algorithm |
| <strong>B&amp;B</strong> | Branch and bound algorithm |
| <strong>BC</strong> | Bee colony |
| <strong>BDA</strong> | Bounded demon algorithm |
| <strong>BOA</strong> | Bayesian optimization algorithm |
| <strong>BOCTP</strong> | Biobjective covering tour problem |
| <strong>BOFSP</strong> | Biobjective flow-shop scheduling problem |
| <strong>CA</strong> | Cultural algorithms |
| <strong>CC-UMA</strong> | Cache coherent uniform memory access machine |
| <strong>CC-NUMA</strong> | Cache coherent nonuniform memory access machine |
| <strong>CEA</strong> | Coevolutionary algorithms |
| <strong>CIGAR</strong> | Case-injected genetic algorithm |
| <strong>CLONALG</strong> | Clonal selection algorithm |
| <strong>CLUMPS</strong> | Cluster of SMP machines |
| <strong>CMA</strong> | Covariance matrix adaptation |
| <strong>CMA-ES</strong> | CMA-evolution strategy |
| <strong>CMST</strong> | Capacitated minimum spanning tree problem |
| <strong>COSEARCH</strong> | Cooperative search algorithm |
| <strong>COW</strong> | Cluster of workstations |
| <strong>CP</strong> | Constraint programming |
| <strong>CPP</strong> | Clique partitioning problem |
| <strong>CSP</strong> | Constraint satisfaction problem |
| <strong>CTP</strong> | Covering tour problem |</p>
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTSP</td>
<td>Colorful traveling salesman problem</td>
</tr>
<tr>
<td>CVRP</td>
<td>Capacitated vehicle routing problem</td>
</tr>
<tr>
<td>CX</td>
<td>Cycle crossover</td>
</tr>
<tr>
<td>DA</td>
<td>Demon algorithm</td>
</tr>
<tr>
<td>DACE</td>
<td>Design and analysis of computer experiments</td>
</tr>
<tr>
<td>DE</td>
<td>Differential algorithm</td>
</tr>
<tr>
<td>DM</td>
<td>Data mining</td>
</tr>
<tr>
<td>DOE</td>
<td>Design of experiments</td>
</tr>
<tr>
<td>DP</td>
<td>Dynamic programming</td>
</tr>
<tr>
<td>EA</td>
<td>Evolutionary algorithm</td>
</tr>
<tr>
<td>EC</td>
<td>Evolutionary computation</td>
</tr>
<tr>
<td>EDA</td>
<td>Estimation of distribution algorithm</td>
</tr>
<tr>
<td>EMNA</td>
<td>Estimation of multivariate normal algorithm</td>
</tr>
<tr>
<td>EMO</td>
<td>Evolutionary multicriterion optimization</td>
</tr>
<tr>
<td>EO</td>
<td>Evolving objects</td>
</tr>
<tr>
<td>EP</td>
<td>Evolutionary programming</td>
</tr>
<tr>
<td>ES</td>
<td>Evolution strategy</td>
</tr>
<tr>
<td>FDC</td>
<td>Fitness distance correlation</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field programming gate arrays</td>
</tr>
<tr>
<td>FPTAS</td>
<td>Fully polynomial-time approximation scheme</td>
</tr>
<tr>
<td>FSP</td>
<td>Flow-shop scheduling problem</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic algorithms</td>
</tr>
<tr>
<td>GAP</td>
<td>Generalized assignment problem</td>
</tr>
<tr>
<td>GBP</td>
<td>Graph bipartitioning problem</td>
</tr>
<tr>
<td>GCP</td>
<td>Graph coloring problem</td>
</tr>
<tr>
<td>GDA</td>
<td>Great deluge algorithm</td>
</tr>
<tr>
<td>GLS</td>
<td>Guided local search algorithm</td>
</tr>
<tr>
<td>GP</td>
<td>Genetic programming</td>
</tr>
<tr>
<td>GPP</td>
<td>Graph partitioning problem</td>
</tr>
<tr>
<td>GPS</td>
<td>Global positioning system</td>
</tr>
<tr>
<td>GPSO</td>
<td>Geometric particle swarm optimization</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphical processing unit</td>
</tr>
<tr>
<td>GRASP</td>
<td>Greedy adaptive search procedure</td>
</tr>
<tr>
<td>GVNS</td>
<td>General variable neighborhood search</td>
</tr>
<tr>
<td>HMSTP</td>
<td>Hop-constrained minimum spanning tree problem</td>
</tr>
<tr>
<td>HTC</td>
<td>High-throughput computing</td>
</tr>
<tr>
<td>HPC</td>
<td>High-performance computing</td>
</tr>
<tr>
<td>HRH</td>
<td>High-level relay hybrid</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>HTH</td>
<td>High-level teamwork hybrid</td>
</tr>
<tr>
<td>IBEA</td>
<td>Indicator-based evolutionary algorithm</td>
</tr>
<tr>
<td>ILP</td>
<td>Integer linear programming</td>
</tr>
<tr>
<td>ILS</td>
<td>Iterative local search</td>
</tr>
<tr>
<td>IP</td>
<td>Integer program</td>
</tr>
<tr>
<td>JSP</td>
<td>Job-shop scheduling problem</td>
</tr>
<tr>
<td>LAN</td>
<td>Local area network</td>
</tr>
<tr>
<td>LOP</td>
<td>Linear ordering problem</td>
</tr>
<tr>
<td>LP</td>
<td>Linear programming</td>
</tr>
<tr>
<td>LRH</td>
<td>Low-level relay hybrid</td>
</tr>
<tr>
<td>LS</td>
<td>Local search</td>
</tr>
<tr>
<td>LTH</td>
<td>Low-level teamwork hybrid</td>
</tr>
<tr>
<td>MBO</td>
<td>Marriage in honeybees optimization</td>
</tr>
<tr>
<td>MCDM</td>
<td>Multicriteria decision making</td>
</tr>
<tr>
<td>MDO</td>
<td>Multidisciplinary design optimization</td>
</tr>
<tr>
<td>MIMD</td>
<td>Multiple instruction streams—multiple data stream</td>
</tr>
<tr>
<td>MIP</td>
<td>Mixed integer programming</td>
</tr>
<tr>
<td>MISD</td>
<td>Multiple instruction streams—single data stream</td>
</tr>
<tr>
<td>MLS</td>
<td>Multistart local search</td>
</tr>
<tr>
<td>MLST</td>
<td>Minimum label spanning tree problem</td>
</tr>
<tr>
<td>MO</td>
<td>Moving objects</td>
</tr>
<tr>
<td>MOEO</td>
<td>Multiobjective evolving objects</td>
</tr>
<tr>
<td>MOEA</td>
<td>Multiobjective evolutionary algorithm</td>
</tr>
<tr>
<td>MOGA</td>
<td>Multiobjective genetic algorithm</td>
</tr>
<tr>
<td>MOP</td>
<td>Multiobjective optimization</td>
</tr>
<tr>
<td>MOSA</td>
<td>Multiobjective simulated annealing algorithm</td>
</tr>
<tr>
<td>MOTS</td>
<td>Multiobjective tabu search</td>
</tr>
<tr>
<td>MP</td>
<td>Mathematical programming</td>
</tr>
<tr>
<td>MPI</td>
<td>Message passing interface</td>
</tr>
<tr>
<td>MPP</td>
<td>Massively parallel processing machine</td>
</tr>
<tr>
<td>MSTP</td>
<td>Minimum spanning Tree Problem</td>
</tr>
<tr>
<td>NFL</td>
<td>No free lunch theorem</td>
</tr>
<tr>
<td>NLP</td>
<td>Nonlinear continuous optimization problem</td>
</tr>
<tr>
<td>NM</td>
<td>Noisy method</td>
</tr>
<tr>
<td>NOW</td>
<td>Network of workstations</td>
</tr>
<tr>
<td>NSA</td>
<td>Negative selection algorithm</td>
</tr>
<tr>
<td>NSGA</td>
<td>Nondominated sorting genetic algorithm</td>
</tr>
<tr>
<td>OBA</td>
<td>Old bachelor accepting algorithm</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>OX</td>
<td>Order crossover</td>
</tr>
<tr>
<td>PAES</td>
<td>Pareto archived evolution strategy</td>
</tr>
<tr>
<td>ParadisEO</td>
<td>Parallel and distributed evolving objects</td>
</tr>
<tr>
<td>PBIL</td>
<td>Population-based incremental learning algorithm</td>
</tr>
<tr>
<td>PCS</td>
<td>Parent centric crossover</td>
</tr>
<tr>
<td>PEO</td>
<td>Parallel Evolving objects</td>
</tr>
<tr>
<td>P-metaheuristic</td>
<td>Population-based metaheuristic</td>
</tr>
<tr>
<td>PMX</td>
<td>Partially mapped crossover</td>
</tr>
<tr>
<td>POPMUSIC</td>
<td>Partial optimization metaheuristic under special intensification conditions</td>
</tr>
<tr>
<td>PR</td>
<td>Path relinking</td>
</tr>
<tr>
<td>PSO</td>
<td>Particle swarm optimization</td>
</tr>
<tr>
<td>PTAS</td>
<td>Polynomial-time approximation scheme</td>
</tr>
<tr>
<td>PVM</td>
<td>Parallel virtual machine</td>
</tr>
<tr>
<td>QAP</td>
<td>Quadratic assignment problem</td>
</tr>
<tr>
<td>RADA</td>
<td>Randomized annealed demon algorithm</td>
</tr>
<tr>
<td>RBDA</td>
<td>Randomized bounded demon algorithm</td>
</tr>
<tr>
<td>RCL</td>
<td>Restricted candidate list</td>
</tr>
<tr>
<td>RMI</td>
<td>Remote method invocation</td>
</tr>
<tr>
<td>RPC</td>
<td>Remote procedural call</td>
</tr>
<tr>
<td>RRT</td>
<td>Record-to-record travel algorithm</td>
</tr>
<tr>
<td>SA</td>
<td>Simulated annealing</td>
</tr>
<tr>
<td>SAL</td>
<td>Smoothing algorithm</td>
</tr>
<tr>
<td>SAT</td>
<td>Satisfiability problems</td>
</tr>
<tr>
<td>SCP</td>
<td>Set covering problem</td>
</tr>
<tr>
<td>SCS</td>
<td>Shortest common supersequence problem</td>
</tr>
<tr>
<td>SDMCCP</td>
<td>Subset disjoint minimum cost cycle problem</td>
</tr>
<tr>
<td>SIMD</td>
<td>Single instruction stream—multiple data stream</td>
</tr>
<tr>
<td>SISD</td>
<td>Single instruction stream—single data stream</td>
</tr>
<tr>
<td>SM</td>
<td>Smoothing method</td>
</tr>
<tr>
<td>S-metaheuristic</td>
<td>Single-solution based metaheuristic</td>
</tr>
<tr>
<td>SMP</td>
<td>Symmetric multiprocessors</td>
</tr>
<tr>
<td>SMTWTP</td>
<td>Single-machine total-weighted tardiness problem</td>
</tr>
<tr>
<td>SPEA</td>
<td>Strength Pareto evolutionary algorithm</td>
</tr>
<tr>
<td>SPX</td>
<td>Simplex crossover</td>
</tr>
<tr>
<td>SS</td>
<td>Scatter search</td>
</tr>
<tr>
<td>SUS</td>
<td>Stochastic universal sampling</td>
</tr>
<tr>
<td>SVNS</td>
<td>Skewed variable neighborhood search</td>
</tr>
<tr>
<td>TA</td>
<td>Threshold accepting</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>TAPAS</td>
<td>Target aiming Pareto search</td>
</tr>
<tr>
<td>TS</td>
<td>Tabu search</td>
</tr>
<tr>
<td>TSP</td>
<td>Traveling salesman problem</td>
</tr>
<tr>
<td>UMDA</td>
<td>Univariate marginal distribution algorithm</td>
</tr>
<tr>
<td>UNDX</td>
<td>Unimodal normal distribution crossover</td>
</tr>
<tr>
<td>VEGA</td>
<td>Vector evaluated genetic algorithm</td>
</tr>
<tr>
<td>VIP</td>
<td>Vote-inherit-promote protocol</td>
</tr>
<tr>
<td>VND</td>
<td>Variable neighborhood descent</td>
</tr>
<tr>
<td>VNDS</td>
<td>Variable neighborhood decomposition search</td>
</tr>
<tr>
<td>VNS</td>
<td>Variable neighborhood search</td>
</tr>
<tr>
<td>VRP</td>
<td>Vehicle routing problem</td>
</tr>
<tr>
<td>WAN</td>
<td>Wide area network</td>
</tr>
</tbody>
</table>
CHAPTER 1

Common Concepts for Metaheuristics

Computing optimal solutions is intractable for many optimization problems of industrial and scientific importance. In practice, we are usually satisfied with “good” solutions, which are obtained by heuristic or metaheuristic algorithms. Metaheuristics represent a family of approximate optimization techniques that gained a lot of popularity in the past two decades. They are among the most promising and successful techniques. Metaheuristics provide “acceptable” solutions in a reasonable time for solving hard and complex problems in science and engineering. This explains the significant growth of interest in metaheuristic domain. Unlike exact optimization algorithms, metaheuristics do not guarantee the optimality of the obtained solutions. Instead of approximation algorithms, metaheuristics do not define how close are the obtained solutions from the optimal ones.

The word heuristic has its origin in the old Greek word heuriskein, which means the art of discovering new strategies (rules) to solve problems. The suffix meta, also a Greek word, means “upper level methodology.” The term metaheuristic was introduced by F. Glover in the paper [322]. Metaheuristic search methods can be defined as upper level general methodologies (templates) that can be used as guiding strategies in designing underlying heuristics to solve specific optimization problems.

This chapter is organized as follows. Section 1.1 discusses the diverse classical optimization models that can be used to formulate and solve optimization problems. It also introduces the basic concepts of algorithm and problem complexities. Some illustrative easy and hard optimization problems are given. Section 1.2 presents other models for optimization that are not static and deterministic. Those problems are characterized by dynamicity, uncertainty, or multiperiodicity. Then, Section 1.3 outlines the main families of optimization methods: exact versus approximate algorithms, metaheuristic versus approximation algorithms, iterative versus greedy algorithms, single-solution based metaheuristics versus population-based metaheuristics. Finally, an important question one might ask is answered: “when use metaheuristics?” Once the basic material for optimization problems and algorithms are presented, important common concepts of metaheuristics are introduced in Section 1.4, such as the

1There is a difference between approximate algorithms and approximation algorithms (see Section 1.3.2).
representation of solutions and the guiding objective function. Then, Sections 1.5, 1.6, and 1.7 present successively three important topics common to all metaheuristics: constraint handling, parameter tuning, and performance evaluation. Finally in Section 1.8, the software framework aspect of metaheuristics is discussed and the ParadisEO framework, which is used to implement the designed metaheuristics, is detailed.

1.1 OPTIMIZATION MODELS

As scientists, engineers, and managers, we always have to take decisions. Decision making is everywhere. As the world becomes more and more complex and competitive, decision making must be tackled in a rational and optimal way. Decision making consists in the following steps (Fig. 1.1):

- **Formulate the problem:** In this first step, a decision problem is identified. Then, an initial statement of the problem is made. This formulation may be imprecise. The internal and external factors and the objective(s) of the problem are outlined. Many decision makers may be involved in formulating the problem.

- **Model the problem:** In this important step, an abstract mathematical model is built for the problem. The modeler can be inspired by similar models in the literature. This will reduce the problem to well-studied optimization models. Usually, models we are solving are simplifications of the reality. They involve approximations and sometimes they skip processes that are complex to represent in a mathematical model. An interesting question may occur: why solve exactly real-life optimization problems that are fuzzy by nature?

- **Optimize the problem:** Once the problem is modeled, the solving procedure generates a “good” solution for the problem. The solution may be optimal or suboptimal. Let us notice that we are finding a solution for an abstract model of the problem and not for the originally formulated real-life problem. Therefore, the obtained solution performances are indicative when the model is an accurate one. The algorithm designer can reuse state-of-the-art algorithms on

![FIGURE 1.1 The classical process in decision making: formulate, model, solve, and implement. In practice, this process may be iterated to improve the optimization model or algorithm until an acceptable solution is found. Like life cycles in software engineering, the life cycle of optimization models and algorithms may be linear, spiral, or cascade.]
similar problems or integrate the knowledge of this specific application into the algorithm.

• **Implement a solution:** The obtained solution is tested practically by the decision maker and is implemented if it is “acceptable.” Some practical knowledge may be introduced in the solution to be implemented. If the solution is unacceptable, the model and/or the optimization algorithm has to be improved and the decision-making process is repeated.

1.1.1 Classical Optimization Models

As mentioned, optimization problems are encountered in many domains: science, engineering, management, and business. An optimization problem may be defined by the couple \((S, f)\), where \(S\) represents the set of feasible solutions\(^2\), and \(f : S \rightarrow \mathbb{R}\) the objective function\(^3\) to optimize. The objective function assigns to every solution \(s \in S\) of the search space a real number indicating its worth. The objective function \(f\) allows to define a total order relation between any pair of solutions in the search space.

**Definition 1.1 Global optimum.** A solution \(s^* \in S\) is a global optimum if it has a better objective function\(^4\) than all solutions of the search space, that is, \(\forall s \in S, f(s^*) \leq f(s)\).

Hence, the main goal in solving an optimization problem is to find a global optimal solution \(s^*\). Many global optimal solutions may exist for a given problem. Hence, to get more alternatives, the problem may also be defined as finding all global optimal solutions.

Different families of optimization models are used in practice to formulate and solve decision-making problems (Fig. 1.2). The most successful models are based on mathematical programming and constraint programming.

A commonly used model in mathematical programming is linear programming (LP), which can be formulated as follows:

\[
\text{Min } c \cdot x
\]

subject to

\[
A \cdot x \geq b
\]

\[
x \geq 0
\]

\(^2\)A solution is also referred to as a configuration or a state. The set \(S\) is named search space, configuration space, or state space.

\(^3\)Sometimes named cost, utility, or fitness function.

\(^4\)We suppose without loss of generality a minimization problem. Maximizing an objective function \(f\) is equivalent to minimizing \(-f\).
where $x$ is a vector of continuous decision variables, and $c$ and $b$ (resp. $A$) are constant vectors (resp. matrix) of coefficients.

In a linear programming optimization problem, both the objective function $c \cdot x$ to be optimized and the constraints $A \cdot x \leq b$ are linear functions. Linear programming is one of the most satisfactory models of solving optimization problems\(^5\). Indeed, for continuous linear optimization problems\(^6\), efficient exact algorithms such as the simplex-type method [174] or interior point methods exist [444]. The efficiency of the algorithms is due to the fact that the feasible region of the problem is a convex set and the objective function is a convex function. Then, the global optimum solution is necessarily a node of the polytope representing the feasible region (see Fig. 1.3). Moreover, any local optima\(^7\) solution is a global optimum. In general, there is no reason to use metaheuristics to solve LP continuous problems.

**Example 1.1 Linear programming model in decision making.** A given company synthesizes two products $\text{Prod}_1$ and $\text{Prod}_2$ based on two kinds of raw materials $\text{M}_1$ and $\text{M}_2$. The objective consists in finding the most profitable product mix. Table 1.1 presents the daily available raw materials for $\text{M}_1$ and $\text{M}_2$, and for each product $\text{Prod}$, the used amount of raw materials and the profit. The decision variables are $x_1$ and $x_2$ that

---

\(^5\)LP models were developed during the second world war to solve logistic problems. Their use was kept secret until 1947.

\(^6\)The decision variables are real values.

\(^7\)See Definition 2.4 for the concept of local optimality.
TABLE 1.1 Data Associated with the Production Problem

<table>
<thead>
<tr>
<th></th>
<th>Usage for Prod₁</th>
<th>Usage for Prod₂</th>
<th>Material Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>M₁</td>
<td>6</td>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>M₂</td>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Profit per unit</td>
<td>€ 5</td>
<td>€ 4</td>
<td></td>
</tr>
</tbody>
</table>

represent, respectively, the amounts of Prod₁ and Prod₂. The objective function consists in maximizing the profit.

The model of this problem may be formulated as an LP mathematical program:

\[
\text{Max profit} = 5x₁ + 4x₂
\]

subject to the constraints

\[
6x₁ + 4x₂ \leq 24
\]
\[
x₁ + 2x₂ \leq 6
\]
\[
x₁, x₂ \geq 0
\]

Figure 1.3 illustrates the graphical interpretation of the model. Each constraint can be represented by a line. The objective function is an infinity of parallel lines. The optimum solution will always lie at an extreme point. The optimal solution is \((x₁ = 3, x₂ = 1.5)\) with a profit of € 21.

FIGURE 1.3 Graphical illustration of the LP model and its resolution.
**Nonlinear programming models** (NLP)\(^8\) deal with mathematical programming problems where the objective function and/or the constraints are nonlinear [72]. A continuous nonlinear optimization problem consists in minimizing a function \(f : S \subset \mathbb{R}^n \rightarrow \mathbb{R}\) in a continuous domain. Nonlinear continuous models are, however, much more difficult to solve, even if there are many modeling possibilities that may be used to linearize a model: linearizing a product of variables [321], logical conditions, ordered set of variables, and so on [31]. Linearization techniques introduce general extra variables and constraints in the model and in some cases some degree of approximation [319].

For NLP optimization models, specific simplex-inspired heuristics such as the Nelder and Mead algorithm may be used [578]. For quadratic and convex continuous problems, some efficient exact algorithms can be used to solve small or moderate problems [583]. Unfortunately, some problem properties such as high dimensionality, multimodality, epistasis (parameter interaction), and nondifferentiability render those traditional approaches impotent. Metaheuristics are good candidates for this class of problems to solve moderate and large instances.

Continuous optimization\(^9\) theory in terms of optimization algorithms is more developed than discrete optimization. However, there are many real-life applications that must be modeled with discrete variables. Continuous models are inappropriate for those problems. Indeed, in many practical optimization problems, the resources are indivisible (machines, people, etc.). In an integer program (IP)\(^10\) optimization model, the decision variables are discrete [579].

When the decision variables are both discrete and continuous, we are dealing with mixed integer programming problems (MIP). Hence, MIP models generalize LP and IP models. Solving MIP problems has improved dramatically over the use of advanced optimization techniques such as relaxations and decomposition approaches, and cutting plane algorithms (see Section 5.2.1). For IP and MIP models, enumerative algorithms such as branch and bound may be used for small instances. The size is not the only indicator of the complexity of the problem, but also its structure. Metaheuristics are one of the competing algorithms for this class of problems to obtain good solutions for instances considered too complex to be solved in an exact manner. Metaheuristics can also be used to generate good lower or upper bounds for exact algorithms and improve their efficiency. Notice that there are some easy problems, such as network flow problems, where linear programming automatically generates integer values. Hence, both integer programming approaches and metaheuristics are not useful to solve those classes of problems.

A more general class of IP problems is combinatorial optimization problems. This class of problems is characterized by discrete decision variables and a finite search space. However, the objective function and constraints may take any form [597].

\(^8\)Also referred to as global optimization.
\(^9\)Also called real parameter optimization.
\(^10\)IP models denote implicitly linear models (integer linear programming: ILP).
The popularity of combinatorial optimization problems stems from the fact that in many real-world problems, the objective function and constraints are of different nature (nonlinear, nonanalytic, black box, etc.) whereas the search space is finite.

**Example 1.2 Traveling salesman problem.** Perhaps the most popular combinatorial optimization problem is the traveling salesman problem (TSP). It can be formulated as follows: given \( n \) cities and a distance matrix \( d_{i,j} \), where each element \( d_{i,j} \) represents the distance between the cities \( i \) and \( j \), find a tour that minimizes the total distance. A tour visits each city exactly once (Hamiltonian cycle) (Figs. 1.4 and 1.5). The size of the search space is \( n! \). Table 1.2 shows the combinatorial explosion of the number of solutions regarding the number of cities. Unfortunately, enumerating exhaustively all possible solutions is impractical for moderate and large instances.

Another common approach to model decision and optimization problems is *constraint programming* (CP), a programming paradigm that integrates richer modeling tools than the linear expressions of MIP models. A model is composed of a set of variables. Every variable has a finite domain of values. In the model, symbolic and

<table>
<thead>
<tr>
<th>Number of Cities ( n )</th>
<th>Size of the Search Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>120</td>
</tr>
<tr>
<td>10</td>
<td>3, 628, 800</td>
</tr>
<tr>
<td>75</td>
<td>( 2.5 \times 10^{109} )</td>
</tr>
</tbody>
</table>
mathematical constraints related to variables may be expressed. Global constraints represent constraints that refer to a set of variables. Hence, the CP paradigm models the properties of the desired solution. The declarative models in CP are flexible and are in general more compact than in MIP models.

Example 1.3 Assignment problem within constraint programming. The goal is to assign \( n \) objects \( \{o_1, o_2, \ldots, o_n\} \) to \( n \) locations \( \{l_1, l_2, \ldots, l_n\} \) where each object is placed on a different location. Using constraint programming techniques, the model will be the following:

\[
\text{all\_different}(y_1, y_2, \ldots, y_n)
\]

where \( y_i \) represents the index of the location to which the object \( o_i \) is assigned. The global constraint \text{all\_different}(y_1, y_2, \ldots, y_n) \) specifies that all variables must be different. If this problem is modeled using an IP model, one has to introduce the following decision variables:

\[
x_{ij} = \begin{cases} 
1 & \text{if object } o_i \text{ is assigned to location } l_j \\
0 & \text{otherwise}
\end{cases}
\]

Hence, much more variables \( (n^2 \text{ instead of } n) \) are declared.

However, it does not mean that solving the problem will be more efficient within constraint programming than using mathematical programming. Solving the problem is another story. The advantage of MIP solvers is that they use relaxations of the problem to prune the search tree, while in CP they use constraint propagation techniques to
reduce the variable domains (see Section 5.3.1). The efficiency of the solvers depends
mainly on the structure of the target problem and its associated model. The modeling
step of the problem is then very important. In general, CP techniques are less suitable
for problems with a large number of feasible solutions, such as the assignment prob-
lem shown in the previous example. They are usually used for “tight” constrained
problems such as timetabling and scheduling problems.

There are often many ways to formulate mathematically an optimization problem.
The efficiency obtained in solving a given model may depend on the formulation
used. This is why a lot of research is directed on the reformulation of optimization
problems. It is sometimes interesting to increase the number of integer variables
and constraints. For a more comprehensive study of mathematical programming ap-
proaches (resp. constraint programming techniques), the reader may refer to Refs
[37,300,686] (resp. [34,287,664]).

For many problems arising in practical applications, one cannot expect the avail-
ability of analytical optimization models. For instance, in some applications one has
to resort to simulation or physical models to evaluate the objective function. Math-
ematical programming and constraint programming approaches require an explicit
mathematical formulation that is impossible to derive in problems where simulation
is relevant [288].

1.1.2 Complexity Theory

This section deals with some results on intractability of problem solving. Our focus
is the complexity of decidable problems. Undecidable problems\(^\text{11}\) could never have
any algorithm to solve them even with unlimited time and space resources [730]. A
popular example of undecidable problems is the halting problem [782].

1.1.2.1 Complexity of Algorithms An algorithm needs two important re-
sources to solve a problem: time and space. The time complexity of an algorithm
is the number of steps required to solve a problem of size \(n\). The complexity is
generally defined in terms of the worst-case analysis.

The goal in the determination of the computational complexity of an algorithm
is not to obtain an exact step count but an asymptotic bound on the step count. The
Big-\(O\) notation makes use of asymptotic analysis. It is one of the most popular nota-
tions in the analysis of algorithms.

**Definition 1.2 Big-\(O\) notation.** An algorithm has a complexity \(f(n) = O(g(n))\) if
there exist positive constants \(n_0\) and \(c\) such that \(\forall n > n_0, f(n) \leq c \cdot g(n)\).

In this case, the function \(f(n)\) is upper bounded by the function \(g(n)\). The Big-\(O\)
notation can be used to compute the time or the space complexity of an algorithm.

\(^{11}\)Also called noncomputable problems.
Definition 1.3 Polynomial-time algorithm. An algorithm is a polynomial-time algorithm if its complexity is $O(p(n))$, where $p(n)$ is a polynomial function of $n$.

A polynomial function of degree $k$ can be defined as follows:

$$p(n) = a_k \cdot n^k + \cdots + a_j \cdot n^j + \cdots + a_1 \cdot n + a_0$$

where $a_k > 0$ and $a_j \geq 0$, $\forall 1 \leq j \leq k - 1$. The corresponding algorithm has a polynomial complexity of $O(n^k)$.

Example 1.4 Complexity of shortest path algorithms. Given a connected graph $G = (V, E)$, where $V$ represents the set of nodes and $E$ the set of edges. Let $D = (d_{ij})$ be a distance matrix where $d_{ij}$ is the distance between the nodes $i$ and $j$ (we assume $d_{ij} = d_{ji} > 0$). The shortest path problem consists in finding the path from a source node $i$ to a destination node $j$. A path $\pi(i, j)$ from $i$ to $j$ can be defined as a sequence $(i, i_1, i_2, \ldots, i_k, j)$, such that $(i, i_1) \in E$, $(i_k, j) \in E$, $(i_l, i_{l+1}) \in E$, $\forall 1 \leq l \leq k - 1$. The length of a path $\pi(i, j)$ is the sum of the weights of its edges:

$$\text{length}(\pi(i, j)) = d_{ii} + d_{i_1j} + \sum_{l=1}^{k-1} d_{i_l, i_{l+1}}$$

Let us consider the well-known Dijkstra algorithm to compute the shortest path between two nodes $i$ and $j$ [211]. It works by constructing a shortest path tree from the initial node to every other node in the graph. For each node of the graph, we have to consider all its neighbors. In the worst-case analysis, the number of neighbors for a node is in the order of $n$. The Dijkstra algorithm requires $O(n^2)$ running time where $n$ represents the number of nodes of the graph. Then, the algorithm requires no more than a quadratic number of steps to find the shortest path. It is a polynomial-time algorithm.

Definition 1.4 Exponential-time algorithm. An algorithm is an exponential-time algorithm if its complexity is $O(c^n)$, where $c$ is a real constant strictly superior to 1.

Table 1.3 illustrates how the search time of an algorithm grows with the size of the problem using different time complexities of an optimization algorithm. The table shows clearly the combinatorial explosion of exponential complexities compared to polynomial ones. In practice, one cannot wait some centuries to solve a problem. The problem shown in the last line of the table needs the age of universe to solve it in an exact manner using exhaustive search.

Two other notations are used to analyze algorithms: the Big-$\Omega$ and the Big-$\Theta$ notations.

Definition 1.5 Big-$\Omega$ notation. An algorithm has a complexity $f(n) = \Omega(g(n))$ if there exist positive constants $n_0$ and $c$ such that $\forall n > n_0$, $f(n) \geq c \cdot g(n)$. The complexity of the algorithm $f(n)$ is lower bounded by the function $g(n)$. 
TABLE 1.3 Search Time of an Algorithm as a Function of the Problem Size Using Different Complexities (from [299])

<table>
<thead>
<tr>
<th>Complexity</th>
<th>Size = 10</th>
<th>Size = 20</th>
<th>Size = 30</th>
<th>Size = 40</th>
<th>Size = 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(x)$</td>
<td>0.00001 s</td>
<td>0.00002 s</td>
<td>0.00003 s</td>
<td>0.00004 s</td>
<td>0.00005 s</td>
</tr>
<tr>
<td>$O(x^2)$</td>
<td>0.0001 s</td>
<td>0.0004 s</td>
<td>0.0009 s</td>
<td>0.0016 s</td>
<td>0.0025 s</td>
</tr>
<tr>
<td>$O(x^5)$</td>
<td>0.1 s</td>
<td>0.32 s</td>
<td>24.3 s</td>
<td>1.7 mn</td>
<td>5.2 mn</td>
</tr>
<tr>
<td>$O(2^x)$</td>
<td>0.001 s</td>
<td>1.0 s</td>
<td>17.9 mn</td>
<td>12.7 days</td>
<td>35.7 years</td>
</tr>
<tr>
<td>$O(3^x)$</td>
<td>0.059 s</td>
<td>58.0 mn</td>
<td>6.5 years</td>
<td>3855 centuries</td>
<td>$2 \times 10^8$ centuries</td>
</tr>
</tbody>
</table>

Definition 1.6 **Big-$\Theta$ notation.** An algorithm has a complexity $f(n) = \Theta(g(n))$ if there exist positive constants $n_0$, $c_1$, and $c_2$ such that $\forall n > n_0$, $c_1 \cdot g(n) \leq f(n) \leq c_2 \cdot g(n)$. The complexity of the algorithm $f(n)$ is lower bounded by the function $g(n)$.

It is easier to find first the Big-$O$ complexity of an algorithm, then derive successively the Big-$\Omega$ and Big-$\Theta$ complexities. The Big-$\Theta$ notation defines the exact bound (lower and upper) on the time complexity of an algorithm.

The asymptotic analysis of algorithms characterizes the growth rate of their time complexity as a function of the problem size (scalability issues). It allows a theoretical comparison of different algorithms in terms of the worst-case complexity. It does not specify the practical run time of the algorithm for a given instance of the problem. Indeed, the run time of an algorithm depends on the input data. For a more complete analysis, one can also derive the average-case complexities, which is a more difficult task.

1.1.2.2 **Complexity of Problems** The complexity of a problem is equivalent to the complexity of the best algorithm solving that problem. A problem is tractable (or easy) if there exists a polynomial-time algorithm to solve it. A problem is intractable (or difficult) if no polynomial-time algorithm exists to solve the problem.

The complexity theory of problems deals with decision problems. A decision problem always has a yes or no answer.

**Example 1.5 Prime number decision problem.** A popular decision problem consists in answering the following question: is a given number $Q$ a prime number? It will return yes if the number $Q$ is a prime one, otherwise the no answer is returned.

An optimization problem can always be reduced to a decision problem.

**Example 1.6 Optimization versus decision problem.** The optimization problem associated with the traveling salesman problem is “find the optimal Hamiltonian tour that optimizes the total distance,” whereas the decision problem is “given an integer $D$, is there a Hamiltonian tour with a distance less than or equal to $D$?”
An important aspect of computational theory is to categorize problems into complexity classes. A complexity class represents the set of all problems that can be solved using a given amount of computational resources. There are two important classes of problems: P and NP (Fig. 1.6).

The complexity class P represents the set of all decision problems that can be solved by a deterministic machine in polynomial time. A (deterministic) algorithm is polynomial for a decision problem $A$ if its worst\(^{12}\) complexity is bounded by a polynomial function $p(n)$ where $n$ represents the size of the input instance $I$. Hence, the class P represents the family of problems where a known polynomial-time algorithm exists to solve the problem. Problems belonging to the class P are then relatively “easy” to solve.

**Example 1.7 Some problems of class P.** Some classical problems belonging to class P are minimum spanning tree, shortest path problems, maximum flow network, maximum bipartite matching, and linear programming continuous models\(^{13}\). In the book of Garey and Johnson, a more exhaustive list of easy and hard class P problems can be found [299].

The complexity class NP represents the set of all decision problems that can be solved by a nondeterministic algorithm\(^{14}\) in polynomial time. A nondeterministic algorithm contains one or more choice points in which multiple different continuations are possible without any specification of which one will be taken. It uses the primitives: choice that proposes a solution (oracle), check that verifies in polynomial time if a solution proposal (certificate) gives a positive or negative answer, success when the algorithm answers yes after the check application, and fail when the algorithm

---

\(^{12}\)We take into account the worst-case performance and not the average one.

\(^{13}\)Linear programming continuous problems belong to class P, whereas one of the most efficient algorithms to solve LP programs, the simplex algorithm, has an exponential complexity.

\(^{14}\)In computer science, the term algorithm stands for a deterministic algorithm.
does not respond “yes.” Then, if the choice primitive proposes a solution that gives a “yes” answer and the oracle has the capacity to do it, then the computing complexity is polynomial.

**Example 1.8** Nondeterministic algorithm for the 0–1 knapsack problem. The 0–1 knapsack decision problem can be defined as follows. Given a set of \( N \) objects. Each object \( O \) has a specified weight and a specified value. Given a capacity, which is the maximum total weight of the knapsack, and a quota, which is the minimum total value that one wants to get. The 0–1 knapsack decision problem consists in finding a subset of the objects whose total weight is at most equal to the capacity and whose total value is at least equal to the specified quota.

Let us consider the following nondeterministic algorithm to solve the knapsack decision problem:

```
Algorithm 1.1 Nondeterministic algorithm for the knapsack problem.

Input OS : set of objects ; QUOTA : number ; CAPACITY : number.
Output S : set of objects ; FOUND : boolean.

S = empty ; total_value = 0 ; total_weight = 0 ; FOUND = false ;
Pick an order L over the objects ;
Loop
  Choose an object O in L ; Add O to S ;
  total_value = total_value + O.value ;
  total_weight = total_weight + O.weight ;
  If total_weight > CAPACITY Then fail
  Else If total_value ≥ QUOTA
    FOUND = true ;
    succeed ;
  Endif
Endloop
Delete all objects up to O from L ;
```

The question whether \( P = NP \)\(^{15} \) is one of the most important open questions due to the wide impact the answer would have on computational complexity theory. Obviously, for each problem in \( P \) we have a nondeterministic algorithm solving it. Then, \( P ⊆ NP \) (Fig. 1.6). However, the following conjecture \( P ⊂ NP \) is still an open question.

A decision problem \( A \) is reduced polynomially to a decision problem \( B \) if, for all input instances \( I_A \) for \( A \), one can always construct an input instance \( I_B \) for \( B \) in polynomial-time function to the size \( L(I_A) \) of the input \( I_A \), such that \( I_A \) is a positive instance of \( A \) if and only if \( I_B \) is a positive instance of \( B \).

\(^{15}\)The question is one of the millennium problems with a prize of US$ 1,000,000 for a first-found solution.
A decision problem \( A \in \text{NP} \) is \textit{NP-complete} if all other problems of class NP are reduced polynomially to the problem \( A \). Figure 1.6 shows the relationship between \( P \), NP, and NP-complete problems. If a polynomial deterministic algorithm exists to solve an NP-complete problem, then all problems of class NP may be solved in polynomial time.

\textit{NP-hard problems} are optimization problems whose associated decision problems are NP-complete. Most of the real-world optimization problems are NP-hard for which provably efficient algorithms do not exist. They require exponential time (unless \( P = \text{NP} \)) to be solved in optimality. Metaheuristics constitute an important alternative to solve this class of problems.

Example 1.9 \textbf{Some NP-hard problems.} Cook (1971) was the first to prove that the satisfiability problem (SAT) is NP-complete. The other NP-complete problems are at least as hard as the SAT problem. Many academic popular problems are NP-hard among them:

- Sequencing and scheduling problems such as flow-shop scheduling, job-shop scheduling, or open-shop scheduling.
- Assignment and location problems such as quadratic assignment problem (QAP), generalized assignment problem (GAP), location facility, and the \( p \)-median problem.
- Grouping problems such as data clustering, graph partitioning, and graph coloring.
- Routing and covering problems such as vehicle routing problems (VRP), set covering problem (SCP), Steiner tree problem, and covering tour problem (CTP).
- Knapsack and packing/cutting problems, and so on.

Many of those optimization problems (and others) will be introduced in the book in a progressive manner to illustrate the design of search components of metaheuristics. Those optimization problems are canonical models that can be applied to different real-life applications. Integer programming models belong in general to the NP-complete class. Unlike LP models, IP problems are difficult to solve because the feasible region is not a convex set.

Example 1.10 \textbf{Still open problems.} Some problems have not yet been proved to be NP-hard. A popular example is the graph isomorphism problem that determines if two graphs are isomorphic. Whether the problem is in \( P \) or NP-complete is an open question. More examples may be found in Ref. [299].

1.2 \textbf{OTHER MODELS FOR OPTIMIZATION}

The rest of the book focuses mainly on solving static and deterministic problems. Demand is growing to solve real-world optimization problems where the data are noisy or the objective function is changing dynamically. Finding robust solutions for some design problems is another important challenge in optimization. A transformation to
deterministic and static problems is often proposed to solve such problems. Moreover, some adaptations may be proposed for metaheuristics in terms of intensification and diversification of the search to tackle this class of problems [414]. Chapter 4 deals with another class of optimization problems characterized by multiple objectives: the multiobjective optimization problems (MOP) class.

1.2.1 Optimization Under Uncertainty

In many concrete optimization problems, the input data are subject to noise. There are various sources of noise. For instance, the use of a stochastic simulator or an inherently noisy measurement device such as sensors will introduce an additive noise in the objective function. For a given solution \( x \) in the search space, a noisy objective function can be defined mathematically as follows:

\[
f_{\text{noisy}}(x) = \int_{-\infty}^{+\infty} [f(x) + z]p(z)dz
\]

where \( p(z) \) represents the probability distribution of the additive noise \( z \). The additive noise \( z \) is mostly assumed to be normally distributed \( N(0, \sigma) \) with zero mean and a \( \sigma \) variance [414]. Non-Gaussian noise can also be considered, such as the Cauchy distribution. For the same solution \( x \), different values of the objective function \( f_{\text{noisy}} \) may be obtained by multiple evaluations. Unlike dynamic optimization, the function \( f_{\text{noisy}} \) is time invariant.

In practice, the objective function \( f_{\text{noisy}} \) is often approximated by the function \( f'_{\text{noisy}} \), which is defined by the mean value on a given number of samples:

\[
f'_{\text{noisy}}(x) = \frac{\sum_{i=1}^{N} [f(x) + z_i]}{N}
\]

where \( z_i \) represents the noise associated with the sample \( i \) and \( N \) is the number of samples.

Example 1.11 Uncertainty in routing and scheduling problems. Uncertainty may be present in different components of routing problems. In vehicle routing problems, stochastic demands or stochastic transportation times between locations may be considered as sources of uncertainty. In scheduling problems, uncertainty can occur from many sources such as variable processing and release times or due date variations.

The simplest approach to handle uncertainty is to estimate the mean value of each parameter and solve a deterministic problem. The domain of stochastic programming has the goal to solve some limited range of optimization problems under uncertainty [442,674]. Hence, metaheuristics for solving deterministic optimization problems can help solve problems with uncertainty.
1.2.2 Dynamic Optimization

Dynamic Optimization problems represent an important challenge in many real-life applications. The input elements of the problem change over time. In dynamic optimization problems, the objective function is deterministic at a given time but varies over the time [414]:

\[ f_{\text{dynamic}}(x) = f_t(x) \]

where \( t \) represents the time at which the objective function is evaluated. In that case, the optimal solution of the problem changes as well. Unlike optimization with uncertainty, the function \( f \) is deterministic. At a given time, the multiple evaluations of the objective function always give the same values.

Example 1.12 Dynamic routing problems. In many routing problems such as traveling salesman and vehicle routing problems, the properties of the input graph can change over time concurrently with the search process. For the TSP, some cities may be added or deleted during the tour. For the VRP, one can expect a new demand (new customer) to be handled in the problem. A solution might be regarded as a global optimal solution at a given time and may not be optimal in the next time.

The main issues in solving dynamic optimization problems are [91,564]

- Detect the change in the environment when it occurs. For most of real-life problems, the change is smooth rather than radical.
- Respond to the change in the environment to track the new global optimal solution. Hence, the search process must adapt quickly to the change of the objective function. The goal is to track dynamically the changing optimal solution as close as possible. The main challenge is to reuse information on previous searches to adapt to the problem change instead of re-solving the problem from scratch. Some forecasting strategies may also be used to predict the future scenarios.

The main question in designing a metaheuristic for dynamic optimization problems is what information during the search must be memorized and how this information will be used to guide the search and maintain adaptability to changes [91].

1.2.2.1 Multiperiodic Optimization In multiperiodic problems, the input data change periodically. It is a class of dynamic optimization problems where the change is known \emph{a priori}. So, one has to take into account the planning horizon in optimizing those models. In general, static models taking into account the whole horizon are used to tackle this class of problems.

Example 1.13 Multiperiodic planning problem. An example of multiperiodic problems may be the planning of mobile telecommunication networks. One can design
the network by taking into account all the periods. For instance, each period is characterized by a given traffic or new incoming technology. In designing the network at a given period, the telecommunication operator must take into account the future evolutions to make the implemented solution more flexible for the future periods. Optimizing the static models in sequence for each period may produce a solution that is not optimal over the whole planning horizon. For instance, the optimal planning for a period $i$ may not be well adapted to a future period $i+k$ with a higher traffic in a given region. A multiperiodic model must integrate all the data associated with all periods to find the sequence of optimal solutions over the successive periods.

1.2.3 Robust Optimization

In many optimization problems, the decision variables or the environmental variables are perturbed or subject to change after a final solution has been obtained and implemented for the problem. Hence, in solving the problem we have to take into account that a solution should be acceptable with respect to slight changes of the decision variable values. The term robust qualifies those solutions. Robust optimization may be seen as a specific kind of problem with uncertainties.

Example 1.14 Robustness in multidisciplinary design optimization and engineering design. Robust optimization is of great importance in many domains such as in engineering design. The growing interest is driven by engineering demands to produce extremely robust solutions. Indeed, in this class of problems, the implemented solution must be insensitive to small variation in the design parameters. This variation may be caused by production tolerances, or parameter drifts during operation [74]. Another important application of robust optimization is in multidisciplinary design optimization, where multiple teams associated with different disciplines design a complex system by independently optimizing subsystems. For complexity reasons (time and/or cost), each team will optimize its own subsystem without a full and precise information on the output of other subsystems.

There are many possible ways to deal with robustness. The most used measure is to optimize the expected objective function given a probability distribution of the variation. The expected objective function to optimize in searching robust solutions may be formulated as follows:

$$f_{\text{robust}}(x) = \int_{-\infty}^{+\infty} f(x + \delta)p(\delta)d\delta$$

where $p(\delta)$ represents the probability distribution of the decision variable disturbance. In general, the distribution takes a normal distribution. Usually, this effective objective function is not available. Hence, it is approximated, for instance, by a Monte Carlo
Robust optimization has to find a trade-off between the quality of solutions and their robustness in terms of decision variable disturbance. This problem may be formulated as a multiobjective optimization problem (see Chapter 4) \[415\]. Unlike optimization under uncertainty, the objective function in robust optimization is considered as deterministic.

The introduced different variants of optimization models are not exclusive. For instance, many practical optimization problems include uncertainty as well as robustness and/or multiperiodicity. Thus, uncertainty, robustness, and dynamic issues must be jointly considered to solve this class of problems.

### 1.3 OPTIMIZATION METHODS

Following the complexity of the problem, it may be solved by an exact method or an approximate method (Fig. 1.7). Exact methods\(^\text{16}\) obtain optimal solutions and guarantee their optimality. For NP-complete problems, exact algorithms are nonpolynomial-time algorithms (unless P = NP). Approximate (or heuristic) methods generate high-quality solutions in a reasonable time for practical use, but there is no guarantee of finding a global optimal solution.

\(^{16}\text{In the artificial intelligence community, those algorithms are also named complete algorithms.}\)
1.3.1 Exact Methods

In the class of exact methods one can find the following classical algorithms: dynamic programming, branch and X family of algorithms (branch and bound, branch and cut, branch and price) developed in the operations research community, constraint programming, and A* family of search algorithms (A*, IDA*—iterative deepening algorithms) [473] developed in the artificial intelligence community [673]. Those enumerative methods may be viewed as tree search algorithms. The search is carried out over the whole interesting search space, and the problem is solved by subdividing it into simpler problems.

*Dynamic programming* is based on the recursive division of a problem into simpler subproblems. This procedure is based on the *Bellman’s principle* that says that “the subpolicy of an optimal policy is itself optimal” [68]. This stagewise optimization method is the result of a sequence of partial decisions. The procedure avoids a total enumeration of the search space by pruning partial decision sequences that cannot lead to the optimal solution.

The *branch and bound* algorithm and A* are based on an implicit enumeration of all solutions of the considered optimization problem. The search space is explored by dynamically building a tree whose root node represents the problem being solved and its whole associated search space. The leaf nodes are the potential solutions and the internal nodes are subproblems of the total solution space. The pruning of the search tree is based on a bounding function that prunes subtrees that do not contain any optimal solution. A more detailed description of dynamic programming and branch and bound algorithms may be found in Section 5.2.1.

*Constraint programming* is a language built around concepts of tree search and logical implications. Optimization problems in constraint programming are modeled by means of a set of variables linked by a set of constraints. The variables take their values on a finite domain of integers. The constraints may have mathematical or symbolic forms. A more detailed description of constraint programming techniques may be found in Section 5.3.1.

Exact methods can be applied to small instances of difficult problems. Table 1.4 shows for some popular NP-hard optimization problems the order of magnitude of the maximal size of instances that state-of-the-art exact methods can solve to optimality. Some of the exact algorithms used are implemented on large networks of workstations.

<table>
<thead>
<tr>
<th>Optimization Problems</th>
<th>Quadratic Assignment</th>
<th>Flow-Shop Scheduling (FSP)</th>
<th>Graph Coloring</th>
<th>Capacitated Vehicle Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of the instances</td>
<td>30 objects</td>
<td>100 jobs</td>
<td>100 nodes</td>
<td>60 clients</td>
</tr>
<tr>
<td></td>
<td>20 machines</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For some practical problems, this maximum size may be negligible. For the TSP problem, an instance of size 13,509 has been solved to optimality [32].
TABLE 1.5 The Impact of the Structure on the Size of Instances (i.e., Number of Nodes for SOP and GC, Number of Objects for QAP) that State-of-the-Art Exact Methods can Solve to Optimality (SOP: Sequential Ordering Problem; QAP: Quadratic Assignment Problem; GC: Graph Coloring)

<table>
<thead>
<tr>
<th>Optimization Problem</th>
<th>SOP</th>
<th>QAP</th>
<th>GC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of some unsolved instances</td>
<td>53</td>
<td>30</td>
<td>125</td>
</tr>
<tr>
<td>Size of some solved instances</td>
<td>70</td>
<td>36</td>
<td>561</td>
</tr>
</tbody>
</table>

(grid computing platforms) composed of more than 2000 processors with more than 2 months of computing time [546]!

The size of the instance is not the unique indicator that describes the difficulty of a problem, but also its structure. For a given problem, some small instances cannot be solved by an exact algorithm while some large instances may be solved exactly by the same algorithm. Table 1.5 shows for some popular optimization problems (e.g., SOP\textsuperscript{17}: sequential ordering problem; QAP\textsuperscript{18}: quadratic assignment problem; GC\textsuperscript{19}: graph coloring) small instances that are not solved exactly and large instances solved exactly by state-of-the-art exact optimization methods.

Example 1.15 Phase transition. In many NP-hard optimization problems, a phase transition occurs in terms of the easiness/hardness of the problem; that is, the difficulty to solve the problem increases until a given size \( n \), and beyond this value the problem is easier to solve [126]. Then, the hardest problems tend to be in the phase transition boundary. Let us consider the number partitioning problem, a widely cited NP-hard problem. Given a bag \( S \) of \( N \) positive integers \( \{a_1, a_2, \ldots, a_n\} \), find a partition of the numbers into two equally disjoint bags \( S_1 \) and \( S_2 \) of cardinality \( n/2 \) that minimizes the absolute value of the difference of their sums:

\[
f = \left| \sum_{i \in S_1} a_i - \sum_{i \in S_2} a_i \right|
\]

For the number partitioning problem, the phase transition has been identified around the problem size of \( n = 35 \) [310,474].

Phase transition phenomena have also been identified in various problems such as graph coloring [126], SAT (propositional satisfiability) [558], CSP (constraint satisfaction problems) [706], traveling salesman problems [312], independent set problems [311], and Hamiltonian circuits [126].

In solving SAT problems, instances before the phase transition are easy to solve and those after the phase transition are mostly unsatisfiable [151]. The phase transition is formulated by the ratio between the number of clauses \( l \) and the number

\textsuperscript{17}See http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/.
\textsuperscript{18}See http://www.seas.upenn.edu/qaplib/inst.html.
\textsuperscript{19}See http://mat.gsia.cmu.edu/COLOR/instances.html.
of variables $n$. In a problem with $k$ variables per clause, the phase transition can be estimated as [311]

$$\frac{l}{n} \approx \frac{\ln(2)}{\ln(1 - \frac{1}{k})}$$

For instance, for 3-SAT problems, the phase transition has been found experimentally around 4.3 [151].

### 1.3.2 Approximate Algorithms

In the class of approximate methods, two subclasses of algorithms may be distinguished: approximation algorithms and heuristic algorithms. Unlike heuristics, which usually find reasonably “good” solutions in a reasonable time, approximation algorithms provide provable solution quality and provable run-time bounds.

Heuristics find “good” solutions on large-size problem instances. They allow to obtain acceptable performance at acceptable costs in a wide range of problems. In general, heuristics do not have an approximation guarantee on the obtained solutions. They may be classified into two families: specific heuristics and metaheuristics. Specific heuristics are tailored and designed to solve a specific problem and/or instance. Metaheuristics are general-purpose algorithms that can be applied to solve almost any optimization problem. They may be viewed as upper level general methodologies that can be used as a guiding strategy in designing underlying heuristics to solve specific optimization problems.

#### 1.3.2.1 Approximation Algorithms

In approximation algorithms, there is a guarantee on the bound of the obtained solution from the global optimum [380]. An $\epsilon$-approximation algorithm generates an approximate solution $a$ not less than a factor $\epsilon$ times the optimum solution $s$ [793].

**Definition 1.7** $\epsilon$-Approximation algorithms. An algorithm has an approximation factor $\epsilon$ if its time complexity is polynomial and for any input instance it produces a solution $a$ such that

$$a \leq \epsilon \cdot s \quad \text{if } \epsilon > 1$$

$$\epsilon \cdot s \leq a \quad \text{if } \epsilon < 1$$

where $s$ is the global optimal solution, and the factor $\epsilon$ defines the relative performance guarantee. The $\epsilon$ factor can be a constant or a function of the size of the input instance.

---

²⁰In a minimization context.
An $\epsilon$-approximation algorithm generates an absolute performance guarantee if the following property is proven:

$$(s - \epsilon) \leq a \leq (s + \epsilon)$$

**Example 1.16 $\epsilon$-Approximation for the bin packing problem.** The bin packing problem is an NP-hard combinatorial optimization problem. Given a set of objects of different size and a finite number of bins of a given capacity. The problem consists in packing the set of objects so as to minimize the number of used bins. Approximation algorithms are generally greedy heuristics using the principle “hardest first, easiest last.” The first fit greedy heuristic places each item into the first bin in which it will fit. The complexity of the first fit algorithm is $\Theta(n \cdot \log(n))$. An example of a good approximation algorithm for the bin packing problem is obtained by the first fit descending heuristic (FFD), which first sorts the objects into decreasing order by size:

$$\frac{11}{9} \text{opt} + 1$$

where opt is the number of bins given by the optimal solution. Without the sorting procedure, a worst bound is obtained within less computational time:

$$\frac{17}{10} \text{opt} + 2$$

NP-hard problems differ in their approximability. A well-known family of approximation problems is the PTAS class, where the problem can be approximated within any factor greater than 1.

**Definition 1.8 PTAS (polynomial-time approximation scheme).** A problem is in the PTAS class if it has polynomial-time $(1 + \epsilon)$-approximation algorithm for any fixed $\epsilon > 0$.

**Definition 1.9 FPTAS (fully polynomial-time approximation scheme).** A problem is in the FPTAS class if it has polynomial-time $(1 + \epsilon)$-approximation algorithm in terms of both the input size and $1/\epsilon$ for any fixed $\epsilon > 0$.

Some NP-hard problems are impossible to approximate within any constant factor (or even polynomial, unless $P = NP$).

**Example 1.17 PTAS for the 0–1 knapsack problem.** Some problems such as Euclidean TSP, knapsack, and some scheduling problems are in the PTAS class. The

---

21 Also referred to as bounded error.
22 At [http://www.nada.kth.se/~viggo/wwwcompendium/](http://www.nada.kth.se/~viggo/wwwcompendium/), there is a continuously updated catalog of approximability results for NP optimization problems.
0–1 knapsack problem has an FPTAS with a time complexity of $O(n^3/\epsilon)$. Problems such as the Max-SAT and vertex cover are much harder and are not members of the PTAS class.

The goal in designing an approximation algorithm for a problem is to find tight worst-case bounds. The study of approximation algorithms gives more knowledge on the difficulty of the problem and can help designing efficient heuristics. However, approximation algorithms are specific to the target optimization problem (problem dependent). This characteristic limits their applicability. Moreover, in practice, attainable approximations are too far from the global optimal solution, making those algorithms not very useful for many real-life applications.

### 1.3.3 Metaheuristics

Unlike exact methods, metaheuristics allow to tackle large-size problem instances by delivering satisfactory solutions in a reasonable time. There is no guarantee to find global optimal solutions or even bounded solutions. Metaheuristics have received more and more popularity in the past 20 years. Their use in many applications shows their efficiency and effectiveness to solve large and complex problems. Application of metaheuristics falls into a large number of areas; some them are

- Engineering design, topology optimization and structural optimization in electronics and VLSI, aerodynamics, fluid dynamics, telecommunications, automotive, and robotics.
- System modeling, simulation and identification in chemistry, physics, and biology; control, signal, and image processing.
- Planning in routing problems, robot planning, scheduling and production problems, logistics and transportation, supply chain management, environment, and so on.

Optimization is everywhere; optimization problems are often complex; then metaheuristics are everywhere. Even in the research community, the number of sessions, workshops, and conferences dealing with metaheuristics is growing significantly!

Figure 1.8 shows the genealogy of the numerous metaheuristics. The heuristic concept in solving optimization problems was introduced by Polya in 1945 [619]. The simplex algorithm, created by G. Dantzig in 1947, can be seen as a local search algorithm for linear programming problems. J. Edmonds was first to present the greedy heuristic in the combinatorial optimization literature in 1971 [237]. The original references of the following metaheuristics are based on their application to optimization and/or machine learning problems: ACO (ant colonies optimization) [215], AIS (artificial immune systems) [70,253], BC (bee colony) [689,835], CA (cultural algorithms) [652], CEA (coevolutionary algorithms) [375,397], CMA-ES (covariance matrix
adaptation evolution strategy) [363], DE (differential evolution) [626,724], EDA (estimation of distribution algorithms) [47], EP (evolutionary programming) [272], ES (evolution strategies) [642,687], GA (genetic algorithms) [383,384], GDA (great deluge) [229], GLS (guided local search) [805,807], GP (genetic programming) [480], GRASP (greedy adaptive search procedure) [255], ILS (iterated local search) [531], NM (noisy method) [124], PSO (particle swarm optimization) [457], SA (simulated annealing) [114,464], SM (smoothing method) [326], SS (scatter search) [320], TA (threshold accepting) [228], TS (tabu search) [322,364], and VNS (variable neighborhood search) [561].

In designing a metaheuristic, two contradictory criteria must be taken into account: exploration of the search space (diversification) and exploitation of the best solutions found (intensification) (Fig. 1.9). Promising regions are determined by the obtained “good” solutions. In intensification, the promising regions are explored more thoroughly in the hope to find better solutions. In diversification, nonexplored regions

**FIGURE 1.8** Genealogy of metaheuristics. The application to optimization and/or machine learning is taken into account as the original date.

**FIGURE 1.9** Two conflicting criteria in designing a metaheuristic: exploration (diversification) versus exploitation (intensification). In general, basic single-solution based metaheuristics are more exploitation oriented whereas basic population-based metaheuristics are more exploration oriented.
must be visited to be sure that all regions of the search space are evenly explored and that the search is not confined to only a reduced number of regions. In this design space, the extreme search algorithms in terms of the exploration (resp. exploitation) are random search (resp. iterative improvement local search). In random search, at each iteration, one generates a random solution in the search space. No search memory is used. In the basic steepest local search algorithm, at each iteration one selects the best neighboring solution that improves the current solution.

Many classification criteria may be used for metaheuristics:

- **Nature inspired versus nonnature inspired**: Many metaheuristics are inspired by natural processes: evolutionary algorithms and artificial immune systems from biology; ants, bees colonies, and particle swarm optimization from swarm intelligence into different species (social sciences); and simulated annealing from physics.

- **Memory usage versus memoryless methods**: Some metaheuristic algorithms are memoryless; that is, no information extracted dynamically is used during the search. Some representatives of this class are local search, GRASP, and simulated annealing. While other metaheuristics use a memory that contains some information extracted online during the search. For instance, short-term and long-term memories in tabu search.

- **Deterministic versus stochastic**: A deterministic metaheuristic solves an optimization problem by making deterministic decisions (e.g., local search, tabu search). In stochastic metaheuristics, some random rules are applied during the search (e.g., simulated annealing, evolutionary algorithms). In deterministic algorithms, using the same initial solution will lead to the same final solution, whereas in stochastic metaheuristics, different final solutions may be obtained from the same initial solution. This characteristic must be taken into account in the performance evaluation of metaheuristic algorithms.

- **Population-based search versus single-solution based search**: Single-solution based algorithms (e.g., local search, simulated annealing) manipulate and transform a single solution during the search while in population-based algorithms (e.g., particle swarm, evolutionary algorithms) a whole population of solutions is evolved. These two families have complementary characteristics: single-solution based metaheuristics are exploitation oriented; they have the power to intensify the search in local regions. Population-based metaheuristics are exploration oriented; they allow a better diversification in the whole search space. In the next chapters of this book, we have mainly used this classification. In fact, the algorithms belonging to each family of metaheuristics share many search mechanisms.

- **Iterative versus greedy**: In iterative algorithms, we start with a complete solution (or population of solutions) and transform it at each iteration using some search operators. Greedy algorithms start from an empty solution, and at each step a decision variable of the problem is assigned until a complete solution is obtained. Most of the metaheuristics are iterative algorithms.
1.3.4 Greedy Algorithms

In greedy or constructive algorithms\(^{23}\), we start from scratch (empty solution) and construct a solution by assigning values to one decision variable at a time, until a complete solution is generated.

In an optimization problem, where a solution can be defined by the presence/absence of a finite set of elements \( E = \{e_1, e_2, \ldots, e_n\} \), the objective function may be defined as \( f : 2^E \to \mathbb{R} \), and the search space is defined as \( F \subseteq 2^E \). A partial solution \( s \) may be seen as a subset \( \{e_1, e_2, \ldots, e_k\} \) of elements \( e_i \) from the set of all elements \( E \). The set defining the initial solution is empty. At each step, a local heuristic is used to select the new element to be included in the set. Once an element \( e_i \) is selected to be part of the solution, it is never replaced by another element. There is no backtracking of the already taken decisions. Typically, greedy heuristics are deterministic algorithms. Algorithm 1.2 shows the template of a greedy algorithm.

Algorithm 1.2 Template of a greedy algorithm.

\[
\begin{align*}
    s &= \{\} ; & \text{"Initial solution (null)"} \\
    \text{Repeat} & \\
    e_i &= \text{Local-Heuristic}(E \setminus \{e/e \in s\}) ; & \text{"next element selected from the set } E \text{ minus already selected elements"} \\
    \text{If } s \cup e_i \in F & \text{ Then } \text{"test the feasibility of the solution"} \\
    s &= s \cup e_i ; & \text{"Complete solution found"} \\
\end{align*}
\]

Greedy algorithms are popular techniques as they are simple to design. Moreover, greedy algorithms have in general a reduced complexity compared to iterative algorithms. However, in most of optimization problems, the local view of greedy heuristics decreases their performance compared to iterative algorithms.

The main design questions of a greedy method are the following:

- **The definition of the set of elements**: For a given problem, one has to identify a solution as a set of elements. So, the manipulated partial solutions may be viewed as subsets of elements.

- **The element selection heuristic**: At each step, a heuristic is used to select the next element to be part of the solution. In general, this heuristic chooses the best element from the current list in terms of its contribution in minimizing locally the objective function. So, the heuristic will calculate the profit for each element. Local optimality does not implicate a global optimality. The heuristic may be static or dynamic. In static heuristics, the profits associated with the elements do not change, whereas in dynamic heuristics, the profits are updated at each step.

\(^{23}\) Also referred to as successive augmentation algorithms.
Greedy final solution: A – E – B – C – D – A
with cost = 33

Better solution: A – E – C – B – D – A
with cost = 19

**FIGURE 1.10** Illustrating a greedy algorithm for the TSP using a static heuristic. An element is associated with an edge of the graph, and the local heuristic consists in choosing the nearest neighbor. The obtained solution is (A – E – B – C – D – A) with a total cost of 33, whereas a better solution with a cost of 19 is given (right).

**Example 1.18 Static greedy algorithm for the TSP.** In the TSP problem, the set $E$ is defined by the set of edges. The set $F$ of feasible solutions is defined by the subsets of $2^E$ that forms Hamiltonian cycles. Hence, a solution can be considered as a set of edges. A heuristic that can be used to select the next edge may be based on the distance. One possible local heuristic is to select the nearest neighbor. Figure 1.10 (left) illustrates the application of the nearest-neighbor greedy heuristic on the graph beginning from the node $A$. The local heuristic used is static; that is, the distances of the edges are not updated during the constructive process.

Greedy heuristics can be designed in a natural manner for many problems. Below are given some examples of well-known problems.

**Example 1.19 Greedy algorithm for the knapsack problem.** In the knapsack problem, the set $E$ is defined by the set of objects to be packed. The set $F$ represents all subsets of $E$ that are feasible solutions. A local heuristic that can be used to solve the problem consists in choosing the object minimizing the ratio $w_i/u_i$, where $w_i$ (resp. $u_i$) represents the weight (resp. utility) of the object $i$. Figure 1.11 illustrates this greedy heuristic for a given instance of the knapsack problem.

**Example 1.20 Greedy algorithm for the minimum spanning tree problem.** There is a well-known optimal greedy algorithm for the spanning tree problem, the Kruskal algorithm. The minimum spanning tree problem belongs to class P, in terms of complexity. Given a connected graph $G = (V, E)$. With each edge $e \in E$ is associated a cost $c_e$. The problem is to find a spanning tree $T = (V, T)$ in graph $G$ that minimizes the total cost $f(T) = \sum_{e \in T} c_e$. For this problem, set $E$ is defined by the edges and set $F$ is defined by all subsets of $E$ that are trees. The local heuristic used consists in choosing first the least costly edges. In case of equality, an edge is randomly
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Knapsack with a capacity of 15

\[
\begin{align*}
  w_1 &= 5 & u_1 &= 3 \\
  w_2 &= 4 & u_2 &= 3 \\
  w_3 &= 5 & u_3 &= 7 \\
  w_4 &= 3 & u_4 &= 2 \\
  w_5 &= 5 & u_5 &= 6 \\
  w_6 &= 8 & u_6 &= 7 \\
  w_7 &= 5 & u_7 &= 5 \\
  w_8 &= 9 & u_8 &= 8
\end{align*}
\]

**FIGURE 1.11** Illustrating a greedy algorithm for the knapsack problem. An element is associated with an object, and the local heuristic consists in choosing an element minimizing the ratio \( w_i / u_i \). The final solution may not be optimal.

\[
\text{Constructed solution} = (3, 5, 7)
\]

picked. Figure 1.12 illustrates this greedy heuristic for a given instance of the spanning tree problem. This algorithm always generates optimal solutions. Its time complexity is \( O(m \cdot \log(m)) \) where \( m \) represents the number of edges of the graph.

Greedy heuristics are in general myopic in their construction of a solution. Some greedy heuristics (e.g., pilot method) include look-ahead features where the future consequences of the selected element are estimated [38,803].

**FIGURE 1.12** Illustrating a greedy algorithm for the spanning tree problem. The edge \((A, D)\) has not been selected even if it is less costly than the edge \((H, I)\) because it generates a nonfeasible solution (a cycle).
1.3.5 When Using Metaheuristics?

This section addresses the legitimate in using metaheuristics to solve an optimization problem. The complexity of a problem gives an indication on the hardness of the problem. It is also important to know the size of input instances the algorithm is supposed to solve. Even if a problem is NP-hard, small instances may be solved by an exact approach. Moreover, the structure of the instances plays an important role. Some medium- or even large-size instances with a specific structure may be solved in optimality by exact algorithms. Finally, the required search time to solve a given problem is an important issue in the selection of an optimization algorithm.

It is unwise to use metaheuristics to solve problems where efficient exact algorithms are available. An example of this class of problems is the P class of optimization problems. In the case where those exact algorithms give “acceptable” search time to solve the target instances, metaheuristics are useless. For instance, one should not use a metaheuristic to find a minimum spanning tree or a shortest path in a graph. Known polynomial-time exact algorithms exist for those problems.

Hence for easy optimization problems, metaheuristics are seldom used. Unfortunately, one can see many engineers and even researchers solving polynomial optimization problems with metaheuristics! So the first guideline in solving a problem is to analyze first its complexity. If the problem can be reduced to a classical or an already solved problem in the literature, then get a look at the state-of-the-art best known optimization algorithms solving the problem. Otherwise, if there are related problems, the same methodology must be applied.

Example 1.21 Metaheuristics and LP continuous models. Polynomial-time problems such as linear programming models are very easy to solve with actual commercial (e.g., CPLEX, Lindo, XPRESS-MP, OSL) or free solvers (e.g., LP-solver) that are based on the simplex or interior methods. Some large-scale linear continuous problems having hundreds of thousands variables can be solved by those solvers using advanced algorithms such as the efficient manipulation of sparse matrices. However, for some very large polynomial problems or some specific problem structures, we may need the use of heuristics even if the complexity of this class of problems is polynomial. In an LP model, the number of vertices (extreme points) of the polytope representing the feasible region may be very large. Let us consider the $n \times n$ assignment problem, which includes $2n$ linear constraints and $n^2$ nonnegativity constraints. The polytope is composed of $n!$ vertices!

Even for polynomial problems, it is possible that the power of the polynomial function representing the complexity of the algorithm is so large that real-life instances cannot be solved in a reasonable time (e.g., a complexity of $O(n^{5000})$). In addition to the complexity of the problem, the required search time to solve the problem is another important parameter to take into account. Indeed, even if the problem is polynomial, the need of using metaheuristic may be justified for real-time search constraints.
Example 1.22  Real-time metaheuristics for polynomial dynamic problems. As an example of justifying the use of metaheuristics for polynomial problems, let us consider the shortest path in a graph of a real-life application that consists in finding a path between any two locations using GPS (Global Positioning System) technology. This graph has a huge number of nodes, and the search time is constrained as the customer has to obtain an answer in real time. In practice, even if this problem is polynomial, softwares in GPS systems are actually using heuristics to solve this problem. For those large instances, the use of polynomial algorithms such as the Dijkstra algorithm will be time consuming.

Many combinatorial optimization problems belong to the NP-hard class of problems. This high-dimensional and complex optimization class of problems arises in many areas of industrial concern: telecommunication, computational biology, transportation and logistics, planning and manufacturing, engineering design, and so on. Moreover, most of the classical optimization problems are NP-hard in their general formulation: traveling salesman, set covering, vehicle routing, graph partitioning, graph coloring, and so on [299].

For an NP-hard problem where state-of-the-art exact algorithms cannot solve the handled instances (size, structure) within the required search time, the use of metaheuristics is justified. For this class of problems, exact algorithms require (in the worst case) exponential time. The notion of “required time” depends on the target optimization problem. For some problems, an “acceptable” time may be equivalent to some seconds whereas for other problems it is equal to some months (production versus design problems). The fact that a problem is not in the P class does not imply that all large instances of the problem are hard or even that most of them are. The NP-completeness of a problem does not imply anything about the complexity of a particular class of instances that has to be solved.

Metaheuristics and IP/MIP problems: Despite the advances in reformulating IP and MIP models, and the development of new efficient procedures such as cutting planes and column generation, IP and MIP problems remain difficult to solve for moderate and large instances in a reasonable time. Let us notice that moderate and even large instances of some structured IP problems may be solved optimally. Metaheuristics and CP: As for MIP models, constraint programming techniques enable to solve small instances of CP models in an optimal manner within a reasonable period of time. For very “tight” constrained problems, those strategies may solve moderate instances.

For nonlinear continuous (NLP) optimization, metaheuristics should be applied, if derivative-based methods, for example quasi-Newton method or conjugate gradient, fail due to a rugged search landscape (e.g., discontinuous, nonlinear, ill-conditioned, noisy, multimodal, nonsmooth, and nonseparable). The function \( f \) must be at least of moderate dimensionality (considerably greater than three variables). Those properties characterize many real-world problems. For easy problems, such as purely convex-quadratic functions, quasi-Newton method is typically faster by a factor of about 10 (in terms of computation time to attain a target value for the objective function) over one of the most efficient metaheuristics.
Example 1.23 Griewangk multimodal continuous function. This example shows a multimodal function to minimize the Griewangk function [774]:

\[
f(\vec{x}) = 1 + \sum_{i=1}^{n} \frac{x_i^2}{4000} - \prod_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{i}} \right)
\]  

(1.1)

where \( \vec{x} = \{x_1, x_2, \ldots, x_N\} \), with \( x_i \in (-600, 600) \). Figure 1.13 illustrates the landscape associated with the function. The optimal solution for this function is the null vector \( x^* = (0, \ldots, 0) \) with \( f(x^*) = 0 \).

Unlike mathematical programming, the main advantage of using metaheuristics is a restrictive assumption in formulating the model. Some optimization problems cannot be formulated with an unambiguous analytical mathematical notation. Indeed, the objective function may be a black box [448]. In a black box optimization, no analytical formulation of the objective exists (Fig. 1.14). Typical examples of optimization problems involving a black box scenario are shape optimization, model calibration (physical or biological), and parameter calibration.

Example 1.24 Optimization by simulation. Many problems in engineering such as in logistics, production, telecommunications, finance, or computational biology (e.g., structure prediction of proteins, molecular docking) are based on simulation to evaluate the quality of solutions. For instance, in risk analysis, Monte Carlo simulations are used.
to estimate the objective function of a portfolio investment that is represented by the average rate of return and its variance.

A function \( f : X \rightarrow R \) is called a black box function iff

- the domain \( X \) is known,
- it is possible to know \( f \) for each point of \( X \) according to a simulation, and
- no other information is available for the function \( f \).

Very expensive experiments in terms of time and cost are associated with those problems. In general, a simulation must hold to evaluate the solution.

Another example of nonanalytical models of optimization is interactive optimization\(^{24}\) that involves a human interaction to evaluate a solution. Usually, human evaluation is necessary when the form of the objective function is not known. Interactive optimization can concurrently accept evaluations from many users. Many real-life examples fit into the class of interactive optimization problems where the result should fit particular user preferences:

- Visual appeal or attractiveness [104,183].
- Taste of coffee [372] or color set of the user interface.
- Evolving images [705], 3D animated forms, music composition, various artistic designs, and forms to fit user aesthetic preferences [476,789].

Metaheuristics will gain more and more popularity in the future as optimization problems are increasing in size and in complexity. Indeed, complex problem models are needed to develop more accurate models for real-life problems in engineering and science (e.g., engineering design, computational biology, finance engineering, logistics, and transportation).

Let us summarize the main characteristics of optimization problems justifying the use of metaheuristics:

\(^{24}\)Aesthetic selection in evolutionary algorithms.
• An easy problem (P class) with very large instances. In this case, exact polynomial-time algorithms are known but are too expensive due to the size of instances.

• An easy problem (P class) with hard real-time constraints (online algorithms). In real-time optimization problems, metaheuristics are widely used. Indeed, in this class of problems, we have to find a “good solution” online. Even if efficient exact algorithms are available to solve the problem, metaheuristics are used to reduce the search time. Dynamic optimization problems represent another example of such problems.

• A difficult problem (NP-hard class) with moderate size and/or difficult structures of the input instances.

• Optimization problems with time-consuming objective function(s) and/or constraints. Some real-life optimization problems are characterized by a huge computational cost of the objective function(s).

• Nonanalytic models of optimization problems that cannot be solved in an exhaustive manner. Many practical problems are defined by a black box scenario of the objective function.

• Moreover, those conditions may be amplified by nondeterministic models of optimization: problems with uncertainty and robust optimization. For some noisy problems, uncertainty and robustness cannot be modeled analytically. Some complex simulations (e.g., Monte Carlo) must be carried out that justify the use of metaheuristics. The ambiguity of the model does not encourage attempting to solve it with exact algorithms. As the data are fuzzy, this class of problems does not necessarily need the optimal solution to be found.

**Example 1.25  Design versus control problems.** The relative importance of the two main performance measures, quality of solutions and search time, depends on the characteristics of the target optimization problem. Two extreme problems may be considered here:

• **Design problems:** Design problems are generally solved once. They need a very good quality of solutions whereas the time available to solve the problem is important (e.g., several hours, days, months). In this class of problems, one can find the strategic problems (long-term problems), such as telecommunication network design and processor design. These problems involve an important financial investment; any imperfection will have a long-time impact on the solution. Hence, the critical aspect is the quality of solutions rather than the search time (Fig. 1.15). If possible, exact optimization algorithms must be used.

• **Control problems:** Control problems represent the other extreme where the problem must be solved frequently in real time. This class of operational problems involves short-term decisions (e.g., fractions of a second), such as routing messages in a computer network and traffic management in a city. For operational decision problems, very fast heuristics are needed; the quality of the solutions is less critical.
Between these extremes, one can find an intermediate class of problems represented by planning problems and tactical problems (medium-term problems). In this class of problems, a trade-off between the quality of solution and the search time must be optimized. In general, exact optimization algorithms cannot be used to solve such problems.

The development cost of solving an optimization problem is also an important issue. Indeed, metaheuristics are easy to design and implement. Open-source and free software frameworks such as ParadisEO allow the efficient design and implementation of metaheuristics for monoobjective and multiobjective optimization problems, hybrid metaheuristics, and parallel metaheuristics. Reusing existing designs and codes will contribute to reducing the development cost.

1.4 MAIN COMMON CONCEPTS FOR METAHEURISTICS

There are two common design questions related to all iterative metaheuristics: the representation of solutions handled by algorithms and the definition of the objective function that will guide the search.

1.4.1 Representation

Designing any iterative metaheuristic needs an encoding (representation) of a solution\textsuperscript{25}. It is a fundamental design question in the development of metaheuristics. The encoding plays a major role in the efficiency and effectiveness of any metaheuristic

\textsuperscript{25}In the evolutionary computation community, the genotype defines the representation of a solution. A solution is defined as the phenotype.
and constitutes an essential step in designing a metaheuristic. The encoding must be suitable and relevant to the tackled optimization problem. Moreover, the efficiency of a representation is also related to the search operators applied on this representation (neighborhood, recombination, etc.). In fact, when defining a representation, one has to bear in mind how the solution will be evaluated and how the search operators will operate.

Many alternative representations may exist for a given problem. A representation must have the following characteristics:

- **Completeness**: One of the main characteristics of a representation is its completeness; that is, all solutions associated with the problem must be represented.
- **Connexity**: The connexity characteristic is very important in designing any search algorithm. A search path must exist between any two solutions of the search space. Any solution of the search space, especially the global optimum solution, can be attained.
- **Efficiency**: The representation must be easy to manipulate by the search operators. The time and space complexities of the operators dealing with the representation must be reduced.

Many straightforward encodings may be applied for some traditional families of optimization problems (Fig. 1.16). There are some classical representations that

![FIGURE 1.16 Some classical encodings: vector of binary values, vector of discrete values, vector of real values, and permutation.](image-url)
are commonly used to solve a large variety of optimization problems. Those representations may be combined or underlying new representations. According to their structure, there are two main classes of representations: linear and nonlinear.

1.4.1.1 Linear Representations

Linear representations may be viewed as strings of symbols of a given alphabet.

In many classical optimization problems, where the decision variables denote the presence or absence of an element or a yes/no decision, a binary encoding may be used. For instance, satisfiability problems and \{0, 1\}-linear programs are representative of such problems. The binary encoding consists in associating a binary value for each decision variable. A solution will be encoded by a vector of binary variables.

**Example 1.26** Binary encoding for knapsack problems. For a 0/1-knapsack problem of \(n\) objects, a vector \(s\) of binary variables of size \(n\) may be used to represent a solution:

\[
\forall i, s_i = \begin{cases} 
1 & \text{if object } i \text{ is in the knapsack} \\
0 & \text{otherwise}
\end{cases}
\]

The binary encoding uses a binary alphabet consisting in two different symbols. It may be generalized to any discrete values based encoding using an \(n\)-ary alphabet. In this case, each variable takes its value over an \(n\)-ary alphabet. The encoding will be a vector of discrete values. This encoding may be used for problems where the variables can take a finite number of values, such as combinatorial optimization problems.

**Example 1.27** Discrete encoding for generalized assignment problems. Many real-life optimization problems such as resource allocation may be reduced to assignment problems. Suppose a set of \(k\) tasks is to be assigned to \(m\) agents to maximize the total profit. A task can be assigned to any agent. A classical encoding for this class of problems may be based on a discrete vector \(s\) of size \(k\), where \(s[i]\) represents the agent assigned to the task \(i\).

\[
s[i] = j \quad \text{if the agent } j \text{ is assigned to task } i
\]

Many sequencing, planning, and routing problems are considered as permutation problems. A solution for permutation problems, such as the traveling salesman problem and the permutation flow-shop scheduling problem, may be represented by a permutation \(\pi = (\pi_1, \pi_2, \ldots, \pi_n)\). Any element of the problem (cities for the TSP, jobs for the FSP) must appear only once in the representation.

**Example 1.28** Permutation encoding for the traveling salesman problem. For a TSP problem with \(n\) cities, a tour may be represented by a permutation of size \(n\). Each permutation decodes a unique solution. The solution space is represented by the set of all permutations. Its size is \(|S| = (n - 1)!\) if the first city of the tour is fixed.
Example 1.29  Reducing the representation space. In this example, we will see how a given problem can be made simpler by choosing a suitable representation. The \( N \)-Queens puzzle is the problem of putting \( N \) chess queens on an \( N \times N \) chessboard such that none of them is able to capture any other using the standard chess queens moves. Any queen is assumed to be able to attack any other. The 8-Queens problem was originally defined by the chess player Max Bezzel in 1848.

A solution for this problem represents an assignment of the eight queens on the chessboard. First, let us encode a solution by a vector of eight Cartesian positions \( x = (p_1, p_2, \ldots, p_8) \) where \( p_i = (x_i, y_i) \) represents the Cartesian position of the queen \( i \). The number of possibilities (size of the search space) is \( 64^8 \) that is over 4 billion solutions. If we prohibit more than one queen per row, so that each queen is assigned to a separate row, the search space will have \( 8^8 \) solutions that is over 16 million possibilities. Finally, if we forbid two queens to be both in the same column or row, the encoding will be reduced to a permutation of the \( n \) queens. This encoding will reduce the space to \( n! \) solutions, which is only 40,320 possibilities for the 8-Queens problem. Figure 1.17 shows a solution for an 8-Queens problem. This example shows how the representation plays a major role in defining the space a given metaheuristic will have to explore.

For continuous optimization problems, the natural encoding is based on real values. For instance, this encoding is commonly used for nonlinear continuous optimization problems, where the most usual encoding is based on vectors of real values.

![FIGURE 1.17](image-url) A solution for the 8-Queens problem represented by the permutation (6,4,7,1,8,2,5,3).
Example 1.30  **Mixed encodings in parameter optimization.** Many optimization problems in engineering sciences consist in finding the best parameters in designing a given component. This class of problems is known as parameter optimization problems. Some parameters may be associated with real values while others are associated with discrete ones. Hence, a solution may be represented by a vector $x$ of mixed values, where $x[i]$ represents the real or discrete value of parameter $i$. The size of the vector is equal to the number of parameters of the system.

Other “nontraditional” linear representations may be used. Some of them have been defined in the evolutionary computation community:

- **Random-key encoding:** The random-key representation uses real-valued encoding to represent permutations. Random-key encoding is useful for permutation-based representations, where the application of classical variation operators (e.g., crossover) presents feasibility problems [62]. In the random-key encoding, to each object is assigned a random number generated uniformly from $[0,1]$. The decoding is applied as follows: the objects are visited in an ascending order and each element is decoded by its rank in the sequence (Fig. 1.18).

- **Messy representations:** In linear representations of fixed length, the semantics of the values is tied to its position in the string. In messy representations, the value associated with a variable is independent of its position [329]. Then, each element of the representation is a couple composed of the variable and its value. This encoding may have a variable length. It has been introduced to improve the efficiency of genetic operators by minimizing their disruption.

- **Noncoding regions:** Some representation may introduce noncoding regions (introns) in the representation [501,828]. This biological inspired representation has the form

$$x_1|\text{intron}|x_2|\cdots|\text{intron}|x_n$$

where $x_i$ (resp. intron) represents the coding (resp. noncoding) part of the encoding. Noncoding regions are regions of the representation that provide no

---

$^{26}$In evolutionary algorithms, the value is defined as an allele.
contribution to the objective (quality) of the solution. As in messy representations, this encoding has an impact on recombination search operators.

- **Diploid representations**: Diploid representations include multiple values for each position of the encoding. This representation requires a decoding procedure to determine which value will be associated with a given position. This encoding was first introduced for a quicker adaptation of solutions in solving dynamic cyclic problems [332].

- **Quantum representations**: In quantum computing systems, the smallest unit of information is the *qubit*. Unlike the classical bit, the qubit can be in the superposition of the two values at the same time. The state of a qubit can be represented as

\[ |\Psi\rangle = \alpha|0\rangle + \beta|1\rangle \]

where \( |\Psi\rangle \) denotes a function wave in Hilbert space, \(|0\rangle\) and \(|1\rangle\) represent, respectively, the classical bit values 0 and 1, and \( \alpha \) and \( \beta \) are complex numbers that satisfy the probability amplitudes of the corresponding states\(^{27}\). If a superposition is measured with respect to the basis \( \{ |0\rangle, |1\rangle \} \), the probability to measure \(|0\rangle\) is \( \alpha^2 \) and the probability to measure \(|1\rangle\) is \( \beta^2 \) [818].

A quantum encoding of \( n \) qubits can represent \( 2^n \) states at the same time. This means that one can represent an exponential amount of information. Using this probabilistic binary-based representation, one needs to design a decoder to generate and evaluate solutions [356].

Solutions in some optimization problems are encoded by *mixed representations*. The most popular mixed representation is the continuous/integer one, to solve MIP problems. Here, a solution is represented by a vector of mixed values (reals, binary values, and integers).

In *control problems*, decision variables represent values that are control variables taken in time (or frequency). In general, a discretization of time domain is realized. The representation generally used is \( x = (c(t_1), \ldots, c(t_i), \ldots) \), where \( c(t_i) \) represents the value of the control variable \( x \) at time \( t_i \). If the sequence of values is monotonic, the following incremental representation may be used:

\[ x_1 = c(t_1), x_i = (c(t_i) - c(t_{i-1})) \]

### 1.4.1.2 Nonlinear Representations

Nonlinear encodings are in general more complex structures. They are mostly based on graph structures. Among the traditional nonlinear representations, trees are the most used.

The tree encoding is used mainly for hierarchical structured optimization problems. In tree encoding, a solution is represented by a tree of some objects. For instance,

\(^{27}\alpha^2 + \beta^2 = 1\).
this structure is used in genetic programming. The tree may encode an arithmetic expression, a first-order predicate logic formula, or a program.

**Example 1.31** Tree encoding for regression problems. Given some input and output values, regression problems consist in finding the function that will give the best (closest) output to all inputs. Any S-expression can be drawn as a tree of functions and terminals. These functions and terminals may be defined in various manners. For instance, the functions may be add, sub, sine, cosine, and so on. The terminals (leaves) represent constants or variables.

Other nonlinear representations can be used such as finite-state machines and graphs.

### 1.4.1.3 Representation-Solution Mapping

The representation-solution mapping function transforms the encoding (genotype) to a problem solution (phenotype). The mapping between the solution space and the encoding space involves three possibilities [251] (Fig. 1.19):

- **One-to-one**: This is the traditional class of representation. Here, a solution is represented by a single encoding and each encoding represents a single solution. There is no redundancy and no reduction of the original search space. For some constrained optimization problems, it is difficult to design such one-to-one mapping.

- **One-to-many**: In the one-to-many mapping, one solution may be represented by several encodings. The redundancy of the encoding will enlarge the size of the search space and may have an impact on the effectiveness of metaheuristics.

**Example 1.32** Symmetry in partitioning problems. Partitioning problems, or clustering or grouping problems, represent an important class of problems. Problems such as clustering in data mining, graph partitioning problems (GPP), graph
TABLE 1.6 Partitioning Problems with Their Associated Constraints and Objective Functions

<table>
<thead>
<tr>
<th>Problem</th>
<th>Constraint</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph coloring</td>
<td>Adjacent nodes do not have the same color</td>
<td>Min. number of colors</td>
</tr>
<tr>
<td>Bin packing</td>
<td>Sum of elements sizes in any group is less than $C$</td>
<td>Min. number of groups</td>
</tr>
<tr>
<td>Data clustering</td>
<td>Fixed number of clusters</td>
<td>Max. intercluster distance</td>
</tr>
<tr>
<td>Graph partitioning</td>
<td>Groups of equal size</td>
<td>Min. number of edges between partitions</td>
</tr>
<tr>
<td>Assembly line balancing</td>
<td>Cycle time</td>
<td>Min. number of workstations</td>
</tr>
</tbody>
</table>

All of them are NP-hard problems.

coloring problem (GCP), and bin packing are well-known examples of grouping problems [251]. Grouping problems consist in partitioning a set $S$ of elements into mutually disjoint subsets $s_i$, where $\cup s_i = S$ and $s_i \cap s_j = \emptyset$. The different grouping problems differ in their associated constraints and the objective function to optimize (see Table 1.6).

A straightforward representation associates with each element its group. For instance, the encoding $BAAB$ assigns the first element to group $B$, the second to group $A$, the third element to group $A$, and the last one to group $B$. The first and the last elements (resp. second and third) are then assigned to the same group. The encoding $ABBA$ represents the same solution. Hence, this representation belongs to the one-to-many class of encodings and is highly redundant. The number of different representations encoding the same solution grows exponentially with the number of partitions.

- **Many-to-one**: In this class, several solutions are represented by the same encoding. In general, those encodings are characterized by a lack of details in the encoding; some information on the solution is not explicitly represented. This will reduce the size of the original search space. In some cases, this will improve the efficiency of metaheuristics. This class of representation is also referred to as indirect encoding.

### 1.4.1.4 Direct Versus Indirect Encodings

When using an indirect representation, the encoding is not a complete solution for the problem. A decoder is required to express the solution given by the encoding. According to the information that is present in the indirect encoding, the decoder has more or less work to be able to derive a complete solution. The decoder may be nondeterministic. Indirect encodings are popular in optimization problems dealing with many constraints such as scheduling problems. For instance, the constraints associated with the optimization problem are handled by the decoder and will guarantee the validity of the solution that is derived.
Example 1.33  **Indirect encodings for the job-shop scheduling problem (JSP).** The simple job-shop scheduling problem may be defined as follows. Given a set of \( j \) jobs. Each job is composed of \( M \) operations to be realized on \( M \) machines. Each operation must be realized on a single machine. Each job has an operation that has to be performed on each machine. A schedule indicates at each time slot and on each machine, the operation being processed. The objective function to minimize is the makespan (total completion time). Let us denote \( E_m(x) \) as the completion time of the last operation performed on machine \( m \) according to the schedule \( x \). Then, the makespan can be defined as \( C_{\text{max}}(x) = \max_{1 \leq m \leq M} E_m(x) \). The following constraints must be fulfilled: a machine can perform only one operation at a time, the operations should be performed in a predefined order (the operations of a job cannot be executed concurrently on two different machines), and there is only one machine that is able to perform any operation.

A solution should represent a feasible schedule of occupation of the machines that indicates for each time slot of any machine if it is free or which operation of which job is being performed. A direct representation may be defined as the list of machines and the time slots that are used to perform the operations (Fig. 1.20a). For instance, the job \( i \) is composed of the operations Op7 and Op3. The operation Op7 is executed on machine m2 from time 1 to 3. The operation Op3 is performed on machine m3 from time 13 to 17, and so on. The assignment of an operation consists in the association of a machine and time slot taking in consideration precedence constraints. The order of execution of operations is defined at the level of operations.

Various indirect representations may be designed for the JSP problem. Such an indirect representation may be simply a permutation of \( j \) jobs (Fig. 1.20b). The search space is limited to the set of permutations of \( j \) integers, that is, of size \( j! \). An encoding mechanism is used to transform the permutation into a complete and feasible schedule. The decoder has a very limited set of information and shall derive much more to obtain valid schedules. Various decoders may be imagined, with a variable degree of stochasticity. A very simple one would consider the permutation as a priority list and would derive a schedule that always gives priority to operations belonging to the highest priority jobs.

A second more rich indirect encoding is an array of \( J \times M \) entries. Each job is assigned a class of markers, all associated with one job having the same tag (job number). The markers are then shuffled in the array. Figure 1.20c illustrates such an

**FIGURE 1.20**  Direct and indirect encodings for the job-shop scheduling problem.
encoding for a $4 \times 4$ JSP. The decoder considers this array from the “left to the right.” For each entry, it then schedules as soon as possible the next not-yet scheduled operation of the job associated with the marker that has been found.

Let us notice that the representation has an interaction with search operators and the objective function. Then, finding a suitable representation cannot be completely done without the specification of the search operators and the objective function. For instance, in the relationship between the representation and the search operators, an ideal encoding should have the proximity property: similar solutions in terms of their representations (genotypes) must be similar in the phenotype space. The similarity is defined relatively to the performed search operators.

Example 1.34 Encoding of real numbers. Let us consider an encoding for real numbers based on binary vectors. In many evolutionary algorithms such as genetic algorithms, this encoding is chosen to solve continuous optimization problems. Let us consider two consecutive integers, 15 and 16. Their binary representation is, respectively, 01111 and 10000. In the phenotype space, 15 is neighbor to 16, while in the genotype space, 5 bits must be flipped to obtain 16 from 15! Using variation operators based on the flip operator, this disparity between the genotype and the phenotype spaces may generate nonefficient metaheuristics. Gray code encoding solves this problem by mapping two neighbors in the genotype space (one-flip operation) to neighbors in the phenotype space. The main drawback of gray codes is still their ability to deal with dynamic ranges.

1.4.2 Objective Function

The objective function formulates the goal to achieve. It associates with each solution of the search space a real value that describes the quality or the fitness of the solution, $f : S \rightarrow \mathbb{R}$. Then, it represents an absolute value and allows a complete ordering of all solutions of the search space. As shown in the previous section, from the representation space of the solutions $R$, some decoding functions $d$ may be applied, $d : R \rightarrow S$, to generate a solution that can be evaluated by the function $f$.

The objective function is an important element in designing a metaheuristic. It will guide the search toward “good” solutions of the search space. If the objective function is improperly defined, it can lead to nonacceptable solutions whatever metaheuristic is used.

1.4.2.1 Self-Sufficient Objective Functions For some optimization problems, the definition of the objective function is straightforward. It specifies the originally formulated objective function.

Example 1.35 Straightforward guiding objective function. In many routing problems such as TSP and vehicle routing problems, the formulated objective is to minimize

\footnote{Also defined as the cost function, evaluation function, and utility function.}
COMMON CONCEPTS FOR METAHEURISTICS

a given global distance. For instance, in the TSP, the objective corresponds to the total distance of the Hamiltonian tour:

\[ f(s) = \sum_{i=1}^{n-1} d_{\pi(i), \pi(i+1)} + d_{\pi(n), \pi(1)} \]

where \( \pi \) represents a permutation encoding a tour and \( n \) the number of cities.

For continuous (linear and nonlinear) optimization problems, the guiding function to optimize by a metaheuristic is simply the target objective function. In those families of optimization problems, the guiding objective function used in the search algorithm is generally equal to the objective function that has been specified in the problem formulation.

1.4.2.2 Guiding Objective Functions

For other problems, the definition of the objective function is a difficult task and constitutes a crucial question. The objective function has to be transformed for a better convergence of the metaheuristic. The new objective function will guide the search in a more efficient manner.

Example 1.36 Objective function to satisfiability problems. Let us formulate an objective function to solve satisfiability problems. SAT problems represent fundamental decision problems in artificial intelligence. The \( k \)-SAT problem can be defined as follows: given a function \( F \) of the propositional calculus in a conjunctive normal form (CNF). The function \( F \) is composed of \( m \) clauses \( C_i \) of \( k \) Boolean variables, where each clause \( C_i \) is a disjunction. The objective of the problem is to find an assignment of the \( k \) Boolean variables such as the value of the function \( F \) is true. Hence, all clauses must be satisfied.

\[ F = (x_1 \lor \overline{x_4}) \land (\overline{x_1} \lor x_2 \lor x_3) \land (x_1 \lor x_3 \lor x_4) \land (\overline{x_1} \lor x_2) \land (x_1 \lor x_2 \lor x_4) \]
\[ \land (x_2 \lor \overline{x_5}) \land (x_5 \lor x_7) \]

A solution for the problem may be represented by a vector of \( k \) binary variables. A straightforward objective function is to use the original \( F \) function:

\[ f = \begin{cases} 
0 & \text{if is } F \text{ false} \\
1 & \text{otherwise}
\end{cases} \]

If one considers the two solutions \( s_1 = (1, 0, 1, 1) \) and \( s_2 = (1, 1, 1, 1) \), they will have the same objective function, that is, the 0 value, given that the function \( F \) is equal to false. The drawback of this objective function is that it has a poor differentiation between solutions. A more interesting objective function to solve the problem will be to count the number of satisfied clauses. Hence, the objective will be to maximize the number of satisfied clauses. This function is better in terms of guiding the search toward the optimal solution. In this case, the solution \( s_1 \) (resp. \( s_2 \)) will have a value of 5 (resp. 6). This objective function leads to the \text{MAX-SAT} model.
1.4.2.3 Representation Decoding  The design questions related to the definition of the representation and the objective function may be related. In some problems, the representation (genotype) is decoded to generate the best possible solution (phenotype). In this situation, the mapping between the representation and the objective function is not straightforward; that is, a decoder function must be specified to generate from a given representation the best solution according to the objective function.

Example 1.37  Let us illustrate the relationship between the representation and the objective function within the Steiner tree problem. It is a combinatorial optimization problem with many applications in telecommunication (network design) and biology (phylogenetics). Given a nonoriented weighted graph \( G = (V, E) \) where \( V \) represents the nodes of the graph and \( E \) represents the edges of the graph. The weights associated with the edges are all positive. Let \( T \) be a subset of vertices identified as terminals. The goal is to find a minimum-weight connected subgraph that includes all the terminals. The resulting subgraph is obviously a tree. This problem is NP-hard whereas the minimum-weight spanning tree problem is polynomial; that is, the Kruskal or Prim algorithms are well-known efficient algorithms to solve the problem.

A solution of the Steiner tree problem may be characterized by the list of nonterminal nodes \( X \). It is then represented by a vector of binary values. The size of the vector is the number of nonterminal nodes. The Steiner tree associated with a solution is equivalent to the minimum spanning tree of the set \( T \cup X \). This is easily obtained by a polynomial algorithm such as the Kruskal algorithm. Figure 1.21 represents an example on an input graph instance, where the terminals are represented by \( T = \{A, B, C, D\} \). The optimal solution is \( s^* = \{1, 3, 5\} \), which is represented in Fig. 1.22.

![Figure 1.21](image-url) Instance for the Steiner tree problem: \( T = \{A, B, C, D\} \).
1.4.2.4 Interactive Optimization  In interactive optimization, the user is involved online in the loop of a metaheuristic. There are two main motivations for designing interactive metaheuristics:

- **The user intervention to guide the search process**: In this case, the user can interact with the search algorithm to converge faster toward promising regions. The objective here is to improve the search process online by introducing dynamically some user knowledge. For example, the user can suggest some promising solutions from a graphical representation of solutions. The user can also suggest the update of the metaheuristic parameters. This strategy is widely used in multicriteria decision making in which an interaction is performed between the decision maker and the solver to converge toward the best compromise solution (see Chapter 4).

- **The user intervention to evaluate a solution**: Indeed, in many design problems, the objective function requires subjective evaluation depending on human preferences (e.g., taste of coffee). For some problems, the objective function cannot be formulated analytically (e.g., visual appeal or attractiveness). This strategy is widely used in art design (music, images, forms, etc.) [745]. Some applications may involve many users.

In designing a metaheuristic, the limited number of carried evaluations must be taken into account. Indeed, multiple evaluations of solutions will cause the user
fatigue. Moreover, the evaluation by the user of a solution may be slow and expensive. Hence, the metaheuristic is supposed to converge toward a good solution in a limited number of iterations and using a limited size of population if a population-based metaheuristic is used.

1.4.2.5 Relative and Competitive Objective Functions In some problems, it is impossible to have an objective function $f$ that associates an absolute value with all solutions. For instance, those problems arise in game theory [175], cooperative or competitive coevolution [620], and learning classifier systems [821]. For instance, in a game the strategy $A$ may be better than $B$, $B$ better than $C$, and $C$ better than $A$.

There are two alternatives to this class of problems: using relative or competitive objective functions. The relative fitness associates a rank with the individual in the population. In competitive fitness, a competition is applied over a subpopulation of solutions. Three different types of competition can be used: bipartite, tournament, and full. Bipartite competition compares two solutions $s_1$ and $s_2$ to determine the better one, whereas in case of full competition, all solutions are considered.

Population-based metaheuristics are well suited to this situation. In fact, in population-based metaheuristics, the selection strategies need only the relative or competitive fitness. Hence, the absolute quality of a solution is not necessary to evolve the population.

1.4.2.6 Meta-Modeling It is well known that most of the time, in metaheuristics, the time-intensive part is the evaluation of the objective function. In many optimization problems, the objective function is quite costly to compute. The alternative to reduce this complexity is to approximate the objective function and then replace the original objective function by its approximation function. This approach is known as meta-modeling\(^29\). Moreover, for some problems, an analytical objective function is not available. In this case, the objective function may be approximated using a sample of solutions generated by physical experiments or simulations.

Example 1.38 Extremely expensive objective functions. A classical example of extremely expensive objective function deals with structural design optimization [52,341]. For instance, in a three-dimensional aerodynamic design optimization, the evaluation of a structure consists in executing a costly CFD (computational fluid dynamics) simulation. A single simulation may take more than 1 day even on a parallel machine. In some problems such as telecommunication network design [752] or molecular docking [766], a time-consuming simulation must be used to evaluate the quality of the generated solutions. It is unimaginable to conduct physical

\(^{29}\)Also known as surrogates or fitness approximation.
experiments for each potential solution. Moreover, meta-modeling is important in stochastic and robust optimization where additional objective function evaluations are necessary.

Many meta-modeling techniques may be employed for expensive objective functions. They are based on constructing an approximate model from a properly selected sample of solutions:

- **Neural networks**: Neural Network models such as multilayer perceptrons [644] and radial basis function [622] are the commonly used strategies.
- **Response surface methodologies**: This class is based on polynomial approximation of the objective function to create a response surface [571]. The most known methods belonging to this class are the least square method (quadratic polynomials) of Box and Wilson [90] and design of experiments (DOE) of Taguchi [668].
- **Other candidate models in approximating objective functions are Kriging models [164], DACE (design and analysis of computer experiments) [679], Gaussian processes [316], and machine learning techniques such as SVM (support vector machines) [791].**

The model selection problem is far from being a simple one [101]. There is a trade-off between the complexity of the model and its accuracy. To solve the classical bias and variance dilemma, the use of multiple models is encouraged. Constructing multiple local models instead of a global model can also be beneficial. The reader may refer to Ref. [413] for a more comprehensive survey.

Once the meta-model is constructed, it can be used in conjunction with the original objective function [413]. An alternative use of the original model and the approximated one can also be realized using different management strategies of meta-models Fig. 1.23 [208]. The trade-off here is the use of an expensive accurate evaluation versus a cheap erroneous evaluation of the objective function.

### 1.5 CONSTRAINT HANDLING

Dealing with constraints in optimization problems is another important topic for the efficient design of metaheuristics. Indeed, many continuous and discrete optimization problems are constrained, and it is not trivial to deal with those constraints. The constraints may be of any kind: linear or nonlinear and equality or inequality constraints. In this section, constraint handling strategies, which mainly act on the representation of solutions or the objective function, are presented. They can be classified as reject strategies, penalizing strategies, repairing strategies, decoding strategies, and preserving strategies. Other constraint handling approaches using search components

---

[30] Known as evolution control in evolutionary algorithms.
not directly related to the representation of solutions or the objective function may also be used, such as multiobjective optimization and coevolutionary models.

1.5.1 Reject Strategies

Reject strategies\(^{31}\) represent a simple approach, where only feasible solutions are kept during the search and then infeasible solutions are automatically discarded.

This kind of strategies are conceivable if the portion of infeasible solutions of the search space is very small. Moreover, reject strategies do not exploit infeasible solutions. Indeed, it would be interesting to use some information on infeasible solutions to guide the search toward global optimum solutions that are in general on the boundary between feasible and infeasible solutions. In some optimization problems, feasible regions of the search space may be discontinuous. Hence, a path between two feasible solutions exists if it is composed of infeasible solutions.

1.5.2 Penalizing Strategies

In penalizing strategies, infeasible solutions are considered during the search process. The unconstrained objective function is extended by a penalty function that will penalize infeasible solutions. This is the most popular approach. Many alternatives may be used to define the penalties [304].

For instance, the objective function \(f\) may be penalized in a linear manner:

\[
 f'(s) = f(s) + \lambda c(s)
\]

\(^{31}\) Also named “death penalty.”
where \( c(s) \) represents the cost of the constraint violation and \( \lambda \) the aggregation weights. The search enables sequences of the type \((s_t, s_{t+1}, s_{t+2})\) where \( s_t \) and \( s_{t+2} \) represent feasible solutions, \( s_{t+1} \) is an infeasible solution, and \( s_{t+2} \) is better than \( s_t \).

According to the difference between feasible and infeasible solutions, different penalty functions may be used \([656]\):

- **Violated constraints**: A straightforward function is to count the number of violated constraints. No information is used on how close the solution is to the feasible region of the search space. Given \( m \) constraints, the penalized function \( f_p(x) \) of \( f(x) \) is defined as follows:

\[
    f_p(x) = f(x) + \sum_{i=1}^{m} w_i \alpha_i
\]

where \( \alpha_i = 1 \) if constraint \( i \) is violated and \( \alpha_i = 0 \) otherwise, and \( w_i \) is the coefficient associated with each constraint \( i \).

For a problem with few and tight constraints, this strategy is useless.

- **Amount of infeasibility or repairing cost**: Information on how close a solution is to a feasible region is taken into account. This will give an idea about the cost of repairing the solution. For instance, more efficient approaches consist in including a distance to feasibility for each constraint. Considering \( q \) inequality constraints and \( m - q \) equality constraints, the penalized function \( f_p(x) \) will be formulated as follows:

\[
    f_p(x) = f(x) + \sum_{i=1}^{m} w_i d_i^k
\]

where \( d_i \) is a distance metric for the constraint \( i \), \( d_i = \alpha_i g_i(x) \) for \( i = 1, \ldots, q \) and \( d_i = |h_i(x)| \) for \( i = q + 1, \ldots, m \). \( k \) is a user-defined constant (in general \( k = 0, 1 \)), the constraints \( 1, \ldots, q \) are inequality constraints and the constraints \( q + 1, \ldots, m \) are equality constraints.

When solving a constrained problem using a penalizing strategy, a good compromise for the initialization of the coefficient factors \( w_i \) must be found. Indeed, if \( w_i \) is too small, final solutions may be infeasible. If the coefficient factor \( w_i \) is too high, we may converge toward nonoptimal feasible solutions. The penalizing function used may be

- **Static**: In static strategies, a constant coefficient factor is defined for the whole search. The drawback of the static strategies is the determination of the coefficient factors \( w_i \).
• **Dynamic:** In dynamic strategies, the coefficients factors $w_i$ will change during the search. For instance, the severity of violating constraints may be increased with time. It means that when the search progresses, the penalties will be more strong, whereas in the beginning of the search highly infeasible solutions are admissible [423].

Hence, a dynamic penalty function will take into account the time (e.g., number of iterations, generations, and number of generated solutions). Using a distance metric, the objective function may be formulated as follows:

$$f_p(x, t) = f(x) + \sum_{i=1}^{m} w_i(t) d_k$$

where $w_i(t)$ is a decreasing monotonic function with $t$. More advanced functions such as annealing [547] or nonmonotonic functions (see Section 2.4.2) may be used.

It is not simple to define a good dynamic penalty function. A good compromise for the initialization of the function $w_i(t)$ must be found. Indeed, if $w_i(t)$ is too slow decreasing, longer search is needed to find feasible solutions. Otherwise if $w_i(t)$ is too fast decreasing, we may converge quickly toward a nonoptimal feasible solution.

• **Adaptive:** The previously presented penalty functions (static and dynamic) do not exploit any information of the search process. In adaptive penalty functions, knowledge on the search process is included to improve the efficiency and the effectiveness of the search.

The magnitude of the coefficient factors is updated according to the memory of the search [350]. The search memory may contain the best found solutions, last generated solutions, and so on. For instance, an adaptive strategy may consist in decreasing the coefficient factors when many feasible solutions are generated during the search, while increasing those factors if many infeasible solutions are generated.

**Example 1.39 Adaptive penalization.** Let us consider the capacitated vehicle routing problem (CVRP)\textsuperscript{32}. An adaptive penalizing strategy may be applied to deal with the demand and duration constraints in a metaheuristic [308]:

$$f'(s) = f(s) + \alpha Q(s) + \beta D(s)$$

$Q(s)$ measures the total excess demand of all routes and $D(s)$ measures the excess duration of all routes. The parameters $\alpha$ and $\beta$ are self-adjusting. Initially, the two parameters are initialized to 1. They are reduced (resp. increased) if the last $\mu$ visited

---

\textsuperscript{32}The CVRP problem is defined in Exercise 1.11.
solutions are all feasible (resp. all infeasible), where $\mu$ is a user-defined parameter. The reduction (resp. increase) may consist in dividing (resp. multiplying) the actual value by 2, for example.

### 1.5.3 Repairing Strategies

Repairing strategies consist in heuristic algorithms transforming an infeasible solution into a feasible one. A repairing procedure is applied to infeasible solutions to generate feasible ones. For instance, those strategies are applied in the case where the search operators used by the optimization algorithms may generate infeasible solutions.

**Example 1.40 Repairing strategy for the knapsack problem.** In many combinatorial optimization problems, such as the knapsack problem, repairing strategies are used to handle the constraints. The knapsack problems represent an interesting class of problems with different applications. Moreover, many classical combinatorial optimization problems generate underlying knapsack problems. In the 0–1 knapsack problem, one have $n$ different articles with weight $w_i$ and utility $u_i$. A knapsack can hold a weight of at most $w$. The objective is to maximize the utility of the articles included in the knapsack satisfying the weight capacity of the knapsack. The decision variable $x_j$ is defined as follows:

$$x_j = \begin{cases} 
1 & \text{if the article is included} \\
0 & \text{otherwise}
\end{cases}$$

The problem consists in optimizing the objective function

$$\text{Max } f(x) = \sum_{j=1}^{n} x_j u_j$$

subject to the constraint

$$\sum_{j=1}^{n} w_j x_j \leq w$$

The following repairing procedure may be applied to infeasible solutions (see Algorithm 1.3). It consists in extracting from the knapsack some elements to satisfy the capacity constraint.
The repairing heuristics are, of course, specific to the optimization problem at hand. Most of them are greedy heuristics. Then, the success of this strategy will depend on the availability of such efficient heuristics.

1.5.4 Decoding Strategies

A decoding procedure may be viewed as a function $R \rightarrow S$ that associates with each representation $r \in R$ a feasible solution $s \in S$ in the search space. This strategy consists in using indirect encodings (see Section 1.4.1.4). The topology of the search space is then transformed using the decoding function. The decoding function must have the following properties [179]:

- For each solution $r \in R$, corresponds a feasible solution $s \in S$.
- For each feasible solution $s \in S$, there is a representation $r \in R$ that corresponds to it.
- The computational complexity of the decoder must be reduced.
- The feasible solutions in $S$ must have the same number of corresponding solutions in $R$.
- The representation space must have the locality property in the sense that distance between solutions in $R$ must be positively correlated with the distance between feasible solutions in $S$.

1.5.5 Preserving Strategies

In preserving strategies for constraint handling, a specific representation and operators will ensure the generation of feasible solutions. They incorporate problem-specific knowledge into the representation and search operators to generate only feasible solutions and then preserve the feasibility of solutions.

This efficient class of strategies is tailored for specific problems. It cannot be generalized to handle constraints of all optimization problems. Moreover, for some problems such as the graph coloring problem, it is even difficult to find feasible initial solution or population of solutions to start the search.
1.6 PARAMETER TUNING

Many parameters have to be tuned for any metaheuristic. Parameter tuning may allow a larger flexibility and robustness, but requires a careful initialization. Those parameters may have a great influence on the efficiency and effectiveness of the search. It is not obvious to define \textit{a priori} which parameter setting should be used. The optimal values for the parameters depend mainly on the problem and even the instance to deal with and on the search time that the user wants to spend in solving the problem. A universally optimal parameter values set for a given metaheuristic does not exist.

There are two different strategies for parameter tuning: the \textit{off-line} parameter initialization (or meta-optimization) and the \textit{online} parameter tuning strategy (Fig. 1.24). In off-line parameter initialization, the values of different parameters are fixed before the execution of the metaheuristic, whereas in the online approach, the parameters are controlled and updated dynamically or adaptively during the execution of the metaheuristic.

1.6.1 Off-Line Parameter Initialization

As previously mentioned, metaheuristics have a major drawback; they need some parameter tuning that is not easy to perform in a thorough manner. Those parameters are not only numerical values but may also involve the use of search components.

Usually, metaheuristic designers tune one parameter at a time, and its optimal value is determined empirically. In this case, no interaction between parameters is studied. This sequential optimization strategy (i.e., one-by-one parameter) do not guarantee to find the optimal setting even if an exact optimization setting is performed.

\footnote{Also called endogenous strategy parameters \cite{53}.}

\footnote{Also called exogenous strategy parameters.}
To overcome this problem, experimental design\textsuperscript{35} is used \cite{88}. Before using an experimental design approach, the following concepts must be defined:

- Factors\textsuperscript{36} that represent the parameters to vary in the experiments.
- Levels that represent the different values of the parameters, which may be quantitative (e.g., mutation probability) or qualitative (e.g., neighborhood).

Let us consider $n$ factors in which each factor has $k$ levels, a full factorial design needs $n^k$ experiments. Then, the “best” levels are identified for each factor. Hence, the main drawback of this approach is its high computational cost especially when the number of parameters (factors) and their domain values are large, that is, a very large number of experiments must be realized \cite{683}. However, a small number of experiments may be performed by using \textit{Latin hypercube} designs \cite{536}, sequential design, or fractional design \cite{562}.

Other approaches used in machine learning community such as \textit{racing algorithms} \cite{530} may be considered \cite{76}.

In off-line parameter initialization, the search for the best tuning of parameters of a metaheuristic in solving a given problem may be formulated as an optimization problem. Hence, this \textit{meta-optimization} approach may be performed by any (meta)heuristic, leading to a meta-metaheuristic (or meta-algorithm) approach. Meta-optimization may be considered a hybrid scheme in metaheuristic design (see Section 5.1.1.2) (Fig. 1.25).

This approach is composed of two levels: the meta-level and the base level. At the meta-level, a metaheuristic operates on solutions (or populations) representing the parameters of the metaheuristic to optimize. A solution $x$ at the meta-level will represent

\textsuperscript{35} Also called \textit{design of experiments} \cite{266}.

\textsuperscript{36} Also named design variables, predictor variables, and input variables.
all the parameters the user wants to optimize: *parameter values* such as the size of the tabu list for tabu search, the cooling schedule in simulated annealing, the mutation and crossover probabilities for an evolutionary algorithm, and the *search operators* such as the type of selection strategy in evolutionary algorithms, the type of neighborhood in local search, and so on. At the meta-level, the objective function \( f_m \) associated with a solution \( x \) is generally the best found solution (or any performance indicator) by the metaheuristic using the parameters specified by the solution \( x \). Hence, to each solution \( x \) of the meta-level will correspond an independent metaheuristic in the base level. The metaheuristic of the base level operates on solutions (or populations) that encode solutions of the original optimization problem. The objective function \( f_b \) used by the metaheuristic of the base level is associated with the target problem. Then, the following formula holds:

\[
f_m(x) = f_b(\text{Meta}(x))
\]

where Meta\((x)\) represents the best solution returned by the metaheuristic using the parameters \( x \).

### 1.6.2 Online Parameter Initialization

The drawback of the off-line approaches is their high computational cost, particularly if this approach is used for each input instance of the problem. Indeed, the optimal values of the parameters depend on the problem at hand and even on the various instances to solve. Then, to improve the effectiveness and the robustness of off-line approaches, they must be applied to any instance (or class of instances) of a given problem. Another alternative consists in using a parallel multistart approach that uses different parameter settings (see Chapter 6).

Another important drawback of off-line strategies is that the effectiveness of a parameter setting may change during the search; that is, at different moments of the search different optimal values are associated with a given parameter. Hence, online approaches that change the parameter values during the search must be designed.

Online approaches may be classified as follows:

- **Dynamic update**: In a dynamic update, the change of the parameter value is performed without taking into account the search progress. A random or deterministic update of the parameter values is performed.
- **Adaptive update**: The adaptive approach changes the values according to the search progress. This is performed using the memory of the search. A subclass, referred to as *self-adaptive*\(^{37}\) approach, consists in “evolving” the parameters during the search. Hence, the parameters are encoded into the representation and are subject to change as the solutions of the problem.

\(^{37}\)Largely used in the evolutionary computation community.
In the rest of the book, many illustrative examples dealing with the off-line or online parameters initialization of each metaheuristic or search component are presented.

1.7 PERFORMANCE ANALYSIS OF METAHEURISTICS

Performance analysis of metaheuristics is a necessary task to perform and must be done on a fair basis. A theoretical approach is generally not sufficient to evaluate a metaheuristic [53]. This section addresses some guidelines of evaluating experimentally a metaheuristic and/or comparing metaheuristics in a rigorous way.

To evaluate the performance of a metaheuristic in a rigorous manner, the following three steps must be considered (Fig. 1.26):

- **Experimental design:** In the first step, the goals of the experiments, the selected instances, and factors have to be defined.
- **Measurement:** In the second step, the measures to compute are selected. After executing the different experiments, statistical analysis is applied to the obtained results. The performance analysis must be done with state-of-the-art optimization algorithms dedicated to the problem.
- **Reporting:** Finally, the results are presented in a comprehensive way, and an analysis is carried out following the defined goals. Another main issue here is to ensure the *reproducibility* of the computational experiments.

### 1.7.1 Experimental Design

In the computational experiment of a metaheuristic, the goals must be clearly defined. All the experiments, reported measures, and statistical analysis will depend on the purpose of designing the metaheuristic. Indeed, a contribution may be obtained for different criteria such as search time, quality of solutions, robustness in terms of the instances, solving large-scale problems, parallel scalability in terms of the number of processors, easiness of implementation, easiness to combine with other algorithms, flexibility to solve other problems or optimization models, innovation using new nature-inspired paradigms, automatic tuning of parameters, providing a tight approximation to the problem, and so on. Moreover, other purposes may be related to outline the contribution of a new search component in a given metaheuristic (representation, objective function, variation operators, diversification, intensification, hybrid models, parallel models, etc.).

![Experimental design, Measurement, and Reporting](image.png)
Once the goals and factors are defined, methods from DOE can be suggested to conduct computational tests to ensure a rigorous statistical analysis [562]. It consists in selecting a set of combinations of values of factors to experiment (see Section 1.6.1). Then, the effect of a parameter (factor) \( p \) will be the change in the results obtained by the modification of the values of the parameter.

Once the goals are defined, the selection of the input instances to perform the evaluation must be carefully done. The structure associated with the input instances may influence significantly the performance of metaheuristics. Two types of instances exist:

- **Real-life instances**: They represent practical instances of the problem to be solved. If available, they constitute a good benchmark to carry out the performance evaluation of a metaheuristic. For some problems, it is difficult to obtain real-life instances for confidentiality reasons. In fact, most of the time, those data are proprietary and not public. For other problems, it is difficult to obtain a large number of real-life instances for financial reasons. For instance, in computational biology and bioinformatics, the generation of some genomic or proteomic data has a large cost. Also, collecting some real-life instances may be time consuming.

- **Constructed instances**: Many public libraries of ”standard” instances are available on Internet [339]. They contain well-known instances for global optimization, combinatorial optimization, and mixed integer programs such as OR-Library\(^{38}\), MIPLIB\(^{39}\), DIMACS challenges\(^{40}\), SATLIB for satisfiability problems, and the TSPLIB\(^{41}\) (resp. QAPLIB) for the traveling salesman problem [646] (resp. the quadratic assignment problem).

  In addition to some real-life instances, those libraries contain in general synthetic or randomly generated instances. A disadvantage of random instances is that they are often too far from real-life problems to reflect their structure and important characteristics. The advantage of synthetic data is that they preserve the structure of real-life instances. Using a synthetic program, different instances in size and structure may be generated. Evaluating the performances of a given metaheuristic using only random instances may be controversial. For instance, the structure of uniformly generated random instances may be completely different from real-life instances of the problem, and then the effectiveness of the metaheuristic will be completely different in practice (see Section 2.2).

**Example 1.41 Random instances may be controversial.** Let us consider the symmetric TSP problem with \( n \) cities where the distance matrix is generated as follows: each element \( d_{ij}, i \neq j \), of the distance matrix is independently generated between \([0, 20]\) using a uniform distribution. Any randomly generated tour represents a good solution. For

---

\(^{38}\)http://people.brunel.ac.uk/~mastjjb/jeb/info.html.

\(^{39}\)http://www.caam.rice.edu/~bixby/miplib/miplib.html.

\(^{40}\)http://dimacs.rutgers.edu/Challenges/.

\(^{41}\)http://softlib.rice.edu/softlib/tsplib/.
TABLE 1.7 Some Classical Continuous Functions Used in Performance Evaluation of Metaheuristics

<table>
<thead>
<tr>
<th>Function</th>
<th>Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>( f(x) = \sum_{i=1}^{D} x_i^2 )</td>
</tr>
<tr>
<td>Griewank</td>
<td>( f(x) = \frac{1}{4000} \sum_{i=1}^{D} x_i^2 - \prod_{i=1}^{D} \cos \left( \frac{x_i}{\sqrt{D}} \right) + 1 )</td>
</tr>
<tr>
<td>Schaffer’s f6</td>
<td>( f(x) = 0.5 - \left( \frac{100 \sqrt{(\sum_{i=1}^{2} x_i^2)} - 0.5}{(1+0.001(\sum_{i=1}^{2} x_i^2))} \right)^2 )</td>
</tr>
<tr>
<td>Rastrigin</td>
<td>( f(x) = \sum_{i=1}^{D} (x_i^2 - 10 \cos(2\pi x_i) + 10) )</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>( f(x) = \sum_{i=1}^{D-1} (100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2) )</td>
</tr>
</tbody>
</table>

\( D \) represents the number of dimensions associated with the problem.

Example, for an instance of 5000 cities, it has been shown that the standard deviation is equal to 408 (\( \sigma \sqrt{n} \)) and the average cost is 50,000 (10 \( \cdot \) \( n \)) [637]. According to the central limit theorem, almost any tour will have a good quality (i.e., cost of \( \pm 3(408) \) of 50,000). Hence, evaluating a metaheuristic on such instances is a pitfall to avoid. This is due to the independent random generation of the constants. Some correlation and internal consistency must be introduced for the constants.

Example 1.42 Continuous functions. In continuous optimization, some well-known functions are used to evaluate the performances of metaheuristics: Schaffer, Griewank, Ackley, Rastrigin, Rosenbrock, and so on (see Table 1.7) [685]. These functions have different properties: for instance, the Sphere and Rastrigin are uncorrelated. The most studied dimensions are in the range [10–100]. Selected functions for metaheuristics must contain nonseparable, nonsymmetric, and nonlinear functions. Surprisingly, many used instances are separable, symmetric, or linear. Large dimensions are not always harder to solve. For instance, the Griewank function is easier to solve for large dimensions because the number of local optima decreases with the number of dimensions [815].

The selection of the input instances to evaluate a given metaheuristic may be chosen carefully. The set of instances must be diverse in terms of the size of the instances, their difficulties, and their structure. It must be divided into two subsets: the first subset will be used to tune the parameters of the metaheuristic and the second subset to evaluate the performance of the search algorithms. The calibration of the parameters of the metaheuristics is an important and tricky task. Most metaheuristics need the tuning of

---

42: Test problems for global optimization may be found at [http://www2.imm.dtu.dk/~km/GlobOpt/testex/](http://www2.imm.dtu.dk/~km/GlobOpt/testex/).
various parameters that influence the quality of the obtained results. The values of the parameters associated with the used metaheuristics must be same for all instances. A single set of the parameter values is determined to solve all instances. No fine-tuning of the values is done for each instance unless the use of an automatic off-line or online initialization strategy (see Section 1.6). Indeed, this will cause an overfitting of the metaheuristic in solving known and specific instances. The parameter values will be excellent to solve the instances that serve to calibrate the parameters and very poor to tackle other instances. The robustness of the metaheuristic will be affected to solve unknown instances. Otherwise, the time to determine the parameter values of the metaheuristic to solve a given instance must be taken into account in the performance evaluation. Different parameter values may be adapted to different structures and sizes of the instances.

1.7.2 Measurement

In the second step, the performance measures and indicators to compute are selected. After executing the different experiments, some statistical analysis will be applied to the obtained results.

In exact optimization methods, the efficiency in terms of search time is the main indicator to evaluate the performances of the algorithms as they guarantee the global optimality of solutions. To evaluate the effectiveness of metaheuristic search methods, other indicators that are related to the quality of solutions have to be considered.

Performance indicators of a given metaheuristic may be classified into three groups [51]: solution quality, computational effort, and robustness. Other qualitative criteria such as the development cost, simplicity, ease of use, flexibility (wide applicability), and maintainability may be used.

1.7.2.1 Quality of Solutions  Performance indicators for defining the quality of solutions in terms of precision are generally based on measuring the distance or the percent deviation of the obtained solution to one of the following solutions (Fig. 1.27):

- **Global optimal solution:** The use of global optimal solutions allows a more absolute performance evaluation of the different metaheuristics. The absolute

![FIGURE 1.27](image-url) Performance assessment of the quality of the solutions. We suppose a minimization problem.
difference may be defined as \(|f(s) - f(s^*)|\) or \(|f(s) - f(s^*)|/f(s^*)\), where \(s\) is the obtained solution and \(s^*\) is the global optimal solution. Since those measures are not invariant under different scaling of the objective function, the following absolute approximation may be used: \(|f(s) - f(s^*)|/f_{\text{worst}} - f(s^*)|\) [838] or \(|f(s) - f(s^*)|/E_{\text{unif}}(f) - f(s^*)|\) [849], where \(f_{\text{worst}}\) represents the worst objective cost for the tackled instance, and \(E_{\text{unif}}(f)\) denotes expectation with respect to the uniform distribution of solutions.

The global optimal solution may be found by an exact algorithm or may be available using “constructed” instances where the optimal solution is known a priori (by construction) [36]. Built-in optimal solutions have been considered for many academic problems [637]: traveling salesman problem [615], graph partitioning problem [483], Steiner tree problem [461], vertex packing, and maximum clique [677]. Also, for some problems, the optimal quality is known intrinsically. For example, in robot path planning, we have to optimize the distance between the actual position and the final one, and then the optimal solution has a null distance. Unfortunately, for many complex problems, global optimal solutions could not be available. There are also some statistical estimation techniques of optimal values in which a sample of solutions is used to predict the global optimal solution [209].

- **Lower/upper bound solution:** For optimization problems where the global optimal solution is not available, tight lower bounds may be considered as an alternative to global optimal solutions. For some optimization problems, tight lower bounds are known and easy to obtain.

**Example 1.43 Simple lower bound for the TSP.** The Held–Karp (HK) 1-tree lower bound for the symmetric TSP problem is quick and easy to compute [371]. Given an instance \((V, d)\) where \(V\) is the set of \(n\) cities and \(d\) the distance matrix. A node \(v_0 \in V\) is selected. Let \(r\) be the total edge length of a minimum spanning tree over the \(n - 1\) cities \((v \in V - \{v_0\})\). The lower bound \(t\) is represented by the \(r\) value plus the two cheapest edges incident on \(v_0\).

\[
t = r + \min\{d(v_0, x) + d(v_0, y) : x, y \in V - \{v_0\}, x \neq y\}
\]

Indeed, any TSP tour must use two edges \(e\) and \(f\) incident on the node \(v_0\). Removing these two edges and the node \(v_0\) from the tour yields a spanning tree of \(V - \{v_0\}\). Typically, the lower bound \(t\) is 10% below the global optimal solution.

Different relaxation techniques may be used to find lower bounds such as the classical continuous relaxation and the Lagrangian relaxation. In continuous relaxation for IP problems, the variables are supposed to be real numbers instead of integers.

---

43 For some problems, it is difficult to find the worst solution.
44 This value can be efficiently computed for many problems. The expected error of a random solution is equal to 1.
45 Lower bounds for minimization problems and upper bounds for maximization problems.
of integers. In Lagrangian relaxation, some constraints multiplied by Lagrange multipliers are incorporated into the objective function (see Section 5.2.1.2).

If the gap between the obtained solution and the lower bound is small, then the distance of the obtained solution to the optimal solution is smaller (see Fig. 1.27). In the case of null distance, the global optimality of the solution is proven. In the case of a large gap (e.g., > 20%), it can be due to the bad quality of the bound or the poor performance of the metaheuristic.

• **Best known solution:** For many classical problems, there exist libraries of standard instances available on the Web. For those instances, the best available solution is known and is updated each time an improvement is found.

• **Requirements or actual implemented solution:** For real-life problems, a decision maker may define a requirement on the quality of the solution to obtain. This solution may be the one that is currently implemented. These solutions may constitute the reference in terms of quality.

### 1.7.2.2 Computational Effort

The efficiency of a metaheuristic may be demonstrated using a theoretical analysis or an empirical one. In theoretical analysis, the worst-case complexity of the algorithm is generally computed (see Section 1.1.2). In general, reporting the asymptotic complexity is not sufficient and cannot tell the full story on computational performances of metaheuristics [419]. The average-case complexity, if it is possible to compute\(^\text{46}\), is more practical [93].

In empirical analysis, measures related to the computation time of the metaheuristic used to solve a given instance are reported. The meaning of the computation time must be clearly specified: CPU time or wall clock time, with or without input/output and preprocessing/postprocessing time.

The main drawback of computation time measure is that it depends on the computer characteristics such as the hardware (e.g., processor, memories: RAM and cache, parallel architecture), operating systems, language, and compilers on which the metaheuristic is executed. Some indicators that are independent of the computer system may also be used, such as the number of objective function evaluations. It is an acceptable measure for time-intensive and constant objective functions. Using this metric may be problematic for problems where the evaluation cost is low compared to the rest of the metaheuristics or is not time constant in which it depends on the solution evaluated and time. This appears in some applications with variable length representations (genetic programming, robotics, etc.) and dynamic optimization problems.

Different stopping criteria may be used: time to obtain a given target solution, time to obtain a solution within a given percentage from a given solution (e.g., global optimal, lower bound, best known), number of iterations, and so on.

### 1.7.2.3 Robustness

There is no commonly acceptable definition of robustness. Different alternative definitions exist for robustness. In general, robustness is insensitivity against small deviations in the input instances (data) or the parameters of

\(^{46}\)It needs a probability distribution of the input instances.
the metaheuristic. The lower the variability of the obtained solutions the better the robustness [562].

In the metaheuristic community, robustness also measures the performance of the algorithms according to different types of input instances and/or problems. The metaheuristic should be able to perform well on a large variety of instances and/or problems using the same parameters. The parameters of the metaheuristic may be overfitted using the training set of instances and less efficient for other instances.

In stochastic algorithms, the robustness may also be related to the average/deviation behavior of the algorithm over different runs of the algorithm on the same instance.

1.7.2.4 Statistical Analysis Once the experimental results are obtained for different indicators, methods from statistical analysis\(^{47}\) can be used to conduct the performance assessment of the designed metaheuristics [192]. While using any performance indicator (e.g., the quality of solutions \(c_i\) obtained by different metaheuristics \(M_i\) or their associated computational efforts \(t_i\)), some aggregation numbers that summarize the average and deviation tendencies must be considered. Then, different statistical tests may be carried out to analyze and compare the metaheuristics. The statistical tests are performed to estimate the confidence of the results to be scientifically valid (i.e., determining whether an obtained conclusion is due to a sampling error). The selection of a given statistical hypothesis testing tool is performed according to the characteristics of the data (e.g., variance, sample size) [562] (Fig. 1.28).

Under normality conditions, the most widely used test is the paired \(t\)-test. Otherwise, a nonparametric analysis may be realized such as the Wilcoxon test and the permutation test [337]. For a comparison of more than two algorithms, ANOVA models are well-established techniques to check the confidence of the results [146]. Multivariate ANOVA models allow simultaneous analysis of various performance measures (e.g., both the quality of solutions and the computation time). Kolmogorov–Smirnov test can be performed to check whether the obtained results follow a normal distribution.

\(^{47}\)Many commercial (e.g., SAS, XPSS) and free softwares (e.g., R) are available to conduct such an analysis.
(Gaussian) distribution. Moreover, the Levene test can be used to test the homogeneity of the variances for each pair of samples. The Mann–Whitney statistical test can be used to compare two optimization methods. According to a \( p \)-value and a metric under consideration, this statistical test reveals if the sample of approximation sets obtained by a search method \( S_1 \) is significantly better than the sample of approximation sets obtained by a search method \( S_2 \), or if there is no significant difference between both optimization methods.

These different statistical analysis procedures must be adapted for nondeterministic (or stochastic) algorithms [740]. Indeed, most of the metaheuristics belong to this class of algorithms. Many trials (at least 10, more than 100 if possible) must be carried out to derive significant statistical results. From this set of trials, many measures may be computed: mean, median, minimum, maximum, standard deviation, the success rate that the reference solution (e.g., global optimum, best known, given goal) has been attained, and so on. The \textit{success rate} represents the number of successful runs over the number of trials.

\[
\text{success rate} = \frac{\text{number of successful runs}}{\text{total number of runs}}
\]

The \textit{performance rate} will take into account the computational effort by considering the number of objective function evaluations.

\[
\text{performance rate} = \frac{\text{number of successful runs}}{\text{number of function evaluations} \times \text{total number of runs}}
\]

When the number of trials \( n \) is important, the random variable associated with the average of the results found by a given metaheuristic over those trials tend to follow a Gaussian law of parameters \( m_0 \) and \( \sigma_0 / \sqrt{n} \), where \( m_0 \) (resp. \( \sigma_0 \)) represents the average (resp. standard deviation) of the random variable associated with one experiment.

\textit{Confidence intervals (CI)} can be used to indicate the reliability of the experiments. The confidence interval is an interval estimate of the set of experimental values. In practice, most confidence intervals are stated at the 95\% level. It represents the probability that the experimental value is located in the interval \( m - 1.96\sigma / \sqrt{n}, m + 1.96\sigma / \sqrt{n} \). A result with small CI is more reliable than results with a large CI.

### 1.7.2.5 Ordinal Data Analysis

In comparing \( n \) metaheuristics for a given number of \( m \) experiments (instances, etc.), a set of ordinal values \( o_k \) (\( 1 \leq k \leq m \)) are generated for each method. For a given experiment, each ordinal value \( o_k \) denotes the rank of the metaheuristic compared to the other ones (\( 1 \leq o_k \leq n \)). Some ordinal data analysis methods may be applied to be able to compare the different metaheuristics. Those ordinal methods aggregate \( m \) linear orders \( O_k \) into a single linear order \( O \) so that the final order \( O \) summarizes the \( m \) orders \( O_k \).
The commonly used ordinal aggregation methods are

- **Borda count voting method**: This method was proposed in 1770 by the French mathematician Jean-Charles de Borda. A method having a rank \( o_k \) is given \( o_k \) points. Given the \( m \) experiments, each method sums its points \( o_k \) to compute its total score. Then, the methods are classified according to their scores.

- **Copeland’s method**: The Copeland method selects the method with the largest Copeland index. The Copeland index \( \sigma \) is the number of times a method beats other methods minus the number of times that method loses against other methods when the methods are considered in pairwise comparisons. For instance, let \( m \) and \( m' \) be two metaheuristics and \( c_{mm'} \) the number of orders in which the metaheuristic \( m \) beats the metaheuristic \( m' \). The Copelan index for the metaheuristic \( m \) will be \( \sigma_m = \sum_{m'} c_{mm'} - c_{m'm} \). Then, the metaheuristics are ordered according to the decreasing values of the Copeland index \( \sigma \).

### 1.7.3 Reporting

The interpretation of the results must be explicit and driven using the defined goals and considered performance measures. In general, it is not sufficient to present the large amount of data results using tables. Some visualization tools to analyze the data are welcome to complement the numerical results [780]. Indeed, graphical tools such as deviation bars (confidence intervals, box plots) and interaction plots allow a better understanding of the performance assessment of the obtained results.

*Interaction plots* represent the interaction between different factors and their effect on the obtained response (performance measure) (Fig. 1.29). *Box plots* illustrate the

---

48Box plots were invented by the statistician John Tukey in 1977 [781].
Some well-known visualization tools to report results: deviation bars, confidence intervals.

FIGURE 1.30 Distribution of the results through their five-number summaries: the smallest value, lower quartile (Q1), median (Q2), upper quartile (Q3), and largest value (Fig. 1.30) [117]. They are useful in detecting outliers and indicating the dispersion and the skewness of the output data without any assumptions on the statistical distribution of the data.

Moreover, it is important to use scatter plots to illustrate the compromise between various performance indicators. For instance, the plots display quality of solutions versus time, or time versus robustness, or robustness versus quality (Fig. 1.29). Other plots measure the impact of a given factor on a performance indicator: time versus instance size and quality versus instance size. Indeed, analyzing the relationship between the quality of solution, the search time, the robustness, and the size/structure of instances must be performed in a comprehensive way. Other visualization tools may be used such as half-normal plots and histograms.

It would also be interesting to report negative results on applying a given metaheuristic or a search component to solve a given instance, problem, or class of problems. Indeed, most of the time only positive results are reported in the literature. From negative results, one may extract useful knowledge.

For a given experimental evaluation of a metaheuristic, confidence intervals may be plotted by a segment indicating the confidence interval at 95% level (Fig. 1.30). The middle of the segment shows the average of the experimental values.

More information on the behavior of a stochastic metaheuristic may be obtained by approximating the probability distribution for the time to a target solution value. To plot the empirical distribution for an algorithm and an instance, the ith-running time $t_i$ may be associated with the probability $p_i = (i - (1/2))/n$, where $n$ is the number of independent runs ($n \geq 100$), and plots the points $z_i = (t_i, p_i)$ for $i = 1, \ldots, n$.

A metaheuristic must be well documented to be reproduced. The program must be described in detail to allow its reproduction. If possible, making available the
SOFTWARE FRAMEWORKS FOR METAHEURISTICS

program, the instances, and the obtained results (complete solutions and the different measures) on the Web will be a plus. The different used parameters of the metaheuristic must be reported. Using different parameters in solving the different instances must also be reported. The use of software frameworks makes better the reproducibility, reusability, and extension of metaheuristics. In fact, if the competing metaheuristics are implemented using the same software framework, the performance metrics such as the search time are less biased to the programming skills and the computing system, and then the comparison is more fair and rigorous.

1.8 SOFTWARE FRAMEWORKS FOR METAHEURISTICS

In this section, the motivations for using a software framework for metaheuristics are outlined. Then, the main characteristics a framework should have are detailed. Finally, the ParadisEO framework that serves to design and implement various metaheuristics (e.g., S-metaheuristics, P-metaheuristics, hybrid, and parallel metaheuristics) in the whole book is presented.

1.8.1 Why a Software Framework for Metaheuristics?

Designing software frameworks for metaheuristics is primordial. In practice, there is a large diversity of optimization problems. Moreover, there is a continual evolution of the models associated with optimization problems. The problem may change or need further refinements. Some objectives and/or constraints may be added, deleted, or modified. In general, the efficient solving of a problem needs to experiment many solving methods, tuning the parameters of each metaheuristic, and so on. The metaheuristic domain in terms of new algorithms is also evolving. More and more increasingly complex metaheuristics are being developed (e.g., hybrid strategies, parallel models, etc.).

There is a clear need to provide a ready-to-use implementation of metaheuristics. It is important for application engineers to choose, implement, and apply the state-of-the art algorithms without in-depth programming knowledge and expertise in optimization. For optimization experts and developers, it is useful to evaluate and compare fairly different algorithms, transform ready-to-use algorithms, design new algorithms, and combine and parallelize algorithms.

Three major approaches are used for the development of metaheuristics:

• **From scratch or no reuse**: Nowadays, unfortunately this is the most popular approach. The basic idea behind the from scratch-oriented approach is the apparent simplicity of metaheuristic code. Programmers are tempted to develop themselves their codes. Therefore, they are faced with several problems: the development requires time and energy, and it is error prone and difficult to maintain and evolve.

Numerous metaheuristics and their implementation (program codes) have been proposed, and are available on the Web. They can be reused and adapted to a
user problem. However, the user has to deeply examine the code and rewrite its problem-specific sections. This task is often tedious, error prone, takes a long time, and makes harder the produced code maintenance.

- Only code reuse: it consists of reusing third-party code available on the Web either as free individual programs or as libraries. Reusability may be defined as the ability of software components to build many different applications [262]. An old third-party code has usually application-dependent sections that must be extracted before the new application-dependent code can be inserted. Changing these sections is often time consuming and error prone.

  A better way to reuse the code of existing metaheuristics is through libraries [804]. The code reuse through libraries is obviously better because these libraries are often well tried, tested, and documented, thus more reliable. They allow a better maintainability and efficiency. Nowadays, it is recognized that the object-oriented paradigm is well-suited to develop reusable libraries. However, libraries allow code reuse but they do not permit the reuse of complete invariant part of algorithms. Libraries do not allow the reuse of design. Therefore, the coding effort using libraries remains important.

- Both design and code reuse: The objective of both code and design reuse approaches is to overcome this problem, that is, to redo as little code as possible each time a new optimization problem is dealt with. The basic idea is to capture into special components the recurring (or invariant) part of solution methods to standard problems belonging to a specific domain. These special components are called design patterns [293]. A pattern can be viewed as a programming language-independent description of a solution to a general design problem that must be adapted for its eventual use [523]. Useful design patterns related to a specific domain (e.g., metaheuristics) are in general implemented as frameworks. A framework approach is devoted to the design and code reuse of a metaheuristic [422]. A framework may be object oriented and defined as a set of classes that embody an abstract design for solutions to a family of related metaheuristics. Frameworks are well known in the software engineering literature. Frameworks can thus be viewed as programming language-dependent concrete realizations of patterns that facilitate direct reuse of design and code. They allow the reuse of the design and implementation of a whole metaheuristic. They are based on a strong conceptual separation of the invariant (generic) part of metaheuristics and their problem-specific part. Therefore, they allow the user to redo very little code, and it improves the quality and the maintainability of the metaheuristics.

  Moreover, unlike libraries, frameworks are characterized by the inverse control mechanism for the interaction with the application code. In a framework, the provided code calls the user-defined one according to the Hollywood property "do not call us, we call you." Therefore, frameworks provide the full control structure of the invariant part of the algorithms, and the user has to supply only the problem-specific details. To meet this property, the design of a framework must be based on a clear conceptual separation between the solution methods and the problems they tackle.
This separation requires a solid understanding of the application domain. The domain analysis results in a model of the domain to be covered by reusable classes with some constant and variable aspects. The constant part is encapsulated in generic/abstract classes or skeletons that are implemented in the framework [22]. The variable part is problem specific, it is fixed in the framework but implemented by the user. This part consists of a set of holes or hot spots [624] that serve to fill the skeletons provided by the framework when building specific applications. It is recommended to use object-oriented composition rather than inheritance to perform this separation [660]. The reason is that classes are easier to reuse than individual methods. Another and completely different way to perform this separation may be used [81]. It provides a ready-to-use module for each part, and the two modules communicate through text files. This allows less flexibility than the object-oriented approach. Moreover, it induces an additional overhead, even if this is small. Nevertheless, this approach is multilanguage allowing more code reuse.

1.8.2 Main Characteristics of Software Frameworks

According to the openness criterion, two types of frameworks can be distinguished: white or glass box frameworks and black box (opaque) frameworks. In black box frameworks, one can reuse components by plugging them together through static parameterization and composition, and not worrying about how they accomplish their individual tasks [422]. In contrast, white box frameworks require an understanding of how the classes work so that correct subclasses (inheritance based) can be developed. Therefore, they allow more extendability. Frameworks often start as white box frameworks; these are primarily customized and reused through classes specialization. When the variable part has stabilized or been realized, it is often appropriate to evolve to black box frameworks [262].

Nowadays, the white box approach is more suited to metaheuristics. It is composed of adaptable software components intended to be reused to solve specific optimization problems. Unless the automatic or quasi-automatic design of a metaheuristic for a given problem is not solved, the designer must tailor a given metaheuristic to solve the problem. The source code level must be provided to the user to adapt his algorithm. The black box approach can be adapted to some families of optimization problems such as nonlinear continuous optimization problems where the same search components can be used (representation, search operators, etc.). In other families such as combinatorial optimization, the representation and search operators are always tailored to solve a problem using programming languages such as C++ or Java. For instance, the black box approach is used for linear programming optimization solvers (e.g., Cplex, Lindo, XPRESS-MP) that use a modeling language based on mathematical programming, such as the AMPL, GAMS, or MPL languages.

A framework is normally intended to be exploited by as many users as possible. Therefore, its exploitation could be successful only if some important user criteria are satisfied. The following are the major criteria of them and constitute the main objectives of the used framework in this book:

- **Maximum design and code reuse**: The framework must provide for the user a whole architecture design of his/her metaheuristic approach. Moreover, the programmer may redo as little code as possible. This objective requires a clear and maximal conceptual separation between the metaheuristics and the problems to be solved, and thus a deep domain analysis. The user might therefore develop only the minimal problem-specific code. It will simplify considerably the development of metaheuristics and reduce the development time.

- **Flexibility and adaptability**: It must be possible for the user to easily add new features/metaheuristics or change existing ones without implicating other components. Furthermore, as in practice existing problems evolve and new others arise, these have to be tackled by specializing/adapting the framework components.

- **Utility**: The framework must allow the user to cover a broad range of metaheuristics, problems, parallel distributed models, hybridization mechanisms, multi-objective optimization, and so on. To design optimization methods for hard problems, a lot of metaheuristics exist. Nevertheless, the scientist does not have necessarily the time and the capability to try all of them. Furthermore, to gain effective method, the parameters often need to be tuned. So a platform that can facilitate the design of optimization methods and their test is necessary to produce high-quality results.

- **Transparent and easy access to performance and robustness**: As the optimization applications are often time consuming, the performance issue is crucial. Parallelism and distribution are two important ways to achieve high-performance execution. To facilitate its use, it is implemented so that the user can deploy his/her parallel metaheuristic in a transparent manner. Moreover, the execution of the algorithms must be robust to guarantee the reliability and the quality of the results. The hybridization mechanism allows to obtain robust and better solutions.

- **Portability**: To satisfy a large number of users, the framework must support different material architectures (sequential, parallel, or distributed architecture) and their associated operating systems (Windows, Unix, MacOs).

- **Easy to use and efficiency**: The framework must be easy to use and does not incorporate an additional cost in terms of time or space complexity. The framework must preserve the efficiency of a special-purpose implementation. On the contrary, as the framework is normally developed by “professional” and knowledgeable software engineers and is largely tested by many users, it will be less error prone than ad-hoc special-purpose developed metaheuristics. Moreover, it is well known that the most intensive computational part in a metaheuristic is generally the evaluation of the objective function that is specified by the user to solve his specific problem.
Several frameworks for metaheuristics have been proposed in the literature. Most of them have the following limitations:

- **Metaheuristics**: most of the exiting frameworks focus only on a given metaheuristic or family of metaheuristics such as evolutionary algorithms (e.g., GAlib [809]), local search (e.g., EasyLocal++ [301], Localizer [550]), and scatter search (e.g., OPTQUEST). Only few frameworks are dedicated on the design of both families of metaheuristics. Indeed, a unified view of metaheuristics must be done to provide a generic framework.

- **Optimization problems**: most of the software frameworks are too narrow, that is, they have been designed for a given family of optimization problems: nonlinear continuous optimization (e.g., GenocopIII), combinatorial optimization (e.g., iOpt), monoobjective optimization (e.g., BEAGLE), multiobjective optimization (e.g., PISA [81]), and so on.

- **Parallel and hybrid metaheuristics**: Moreover, most of the existing frameworks either do not provide hybrid and parallel metaheuristics at all (Hotframe [262]) or supply just some parallel models: island model for evolutionary algorithms (e.g., DREAM [35], ECJ [819], JDEAL, distributed BEAGLE [291]), independent multistart and parallel evaluation of the neighborhood (e.g., TS [79]), or hybrid metaheuristics (iOpt [806]).

- **Architectures**: Finally, seldom a framework is found that can target many types of architectures: sequential and different types of parallel and distributed architectures, such as shared-memory (e.g., multicore, SMP), distributed-memory (e.g., clusters, network of workstations), and large-scale distributed architectures (e.g., desktop grids and high-performance grids). Some software frameworks are dedicated to a given type of parallel architectures (e.g., MALLBA [22], MAFRA [481], and TEMPLAR [426,427]).

Table 1.8 illustrates the characteristics of the main software frameworks for metaheuristics. For a more detailed review of some software frameworks and libraries for metaheuristics, the reader may refer to Ref. [804].

### 1.8.3 ParadisEO Framework

In this book, we will use the ParadisEO framework to illustrate the design and implementation of the different metaheuristics. The ParadisEO platform honors the criteria mentioned before, and it can be used both by no-specialists and by optimization method experts. It allows the design and implementation of

- Single-solution based and population-based metaheuristics in a unifying way (see Chapters 2 and 3).

---

52 We do not claim an exhaustive comparison.

53 ParadisEO is distributed under the CeCill license.
### TABLE 1.8 Main Characteristics of Some Software Frameworks for Metaheuristics

<table>
<thead>
<tr>
<th>Framework or Library</th>
<th>Metaheuristic</th>
<th>Optimization Problems</th>
<th>Parallel Models</th>
<th>Communication Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>EasyLocal++</td>
<td>S-meta</td>
<td>Mono</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Localizer++</td>
<td>S-meta</td>
<td>Mono</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PISA</td>
<td>EA</td>
<td>Multi</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MAFRA</td>
<td>LS, EA</td>
<td>Mono</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>iOpt</td>
<td>S-meta, GA, CP</td>
<td>Mono, COP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>OptQuest</td>
<td>SS</td>
<td>Mono</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GAlib</td>
<td>GA</td>
<td>Mono</td>
<td>Algo-level</td>
<td>PVM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ite-level</td>
<td></td>
</tr>
<tr>
<td>GenocopIII</td>
<td>EA</td>
<td>Mono, Cont</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DREAM</td>
<td>EA</td>
<td>Mono</td>
<td>Algo-level</td>
<td>Peer-to-peer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>sockets</td>
</tr>
<tr>
<td>MALLBA</td>
<td>LS</td>
<td>Mono</td>
<td>Algo-level</td>
<td>MPI</td>
</tr>
<tr>
<td></td>
<td>EA</td>
<td></td>
<td></td>
<td>Ite-level</td>
</tr>
<tr>
<td>Hotframe</td>
<td>S-meta, EA</td>
<td>Mono</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TEMPLAR</td>
<td>LS, SA, GA</td>
<td>Mono, COP</td>
<td>Algo-level</td>
<td>MPI, threads</td>
</tr>
<tr>
<td>JDEAL</td>
<td>GA, ES</td>
<td>Mono</td>
<td>Ite-level</td>
<td>Sockets</td>
</tr>
<tr>
<td>ECJ</td>
<td>EA</td>
<td>Mono</td>
<td>Algo-level</td>
<td>Threads, sockets</td>
</tr>
<tr>
<td>Dist. BEAGLE</td>
<td>EA</td>
<td>Mono</td>
<td>Algo-level</td>
<td>Sockets</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ParadisEO</td>
<td>S-meta</td>
<td>Mono, Multi</td>
<td>Algo-level</td>
<td>MPI, threads</td>
</tr>
<tr>
<td></td>
<td>P-meta</td>
<td>COP, Cont</td>
<td>Ite-level</td>
<td>Condor</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sol-level</td>
</tr>
</tbody>
</table>

[S-meta: S-metaheuristics; P-meta: P-metaheuristics; COP: combinatorial optimization; Cont: continuous optimization; Mono: Monobjective optimization; Multi: multiojective optimization; LS: local search; ES: evolution strategy; SS: scatter search; EA: evolutionary algorithms; GA: genetic algorithms; Algo-level: algorithmic level of parallel model; Ite-level: iteration level of parallel models; Sol-level: solution level of parallel models. Unfortunately, only a few of them are maintained and used!]

- Metaheuristics for monoobjective and multiobjective optimization problems (see Chapter 4).
- Metaheuristics for continuous and discrete optimization problems.
- Hybrid metaheuristics (see Chapter 5).
- Parallel and distributed metaheuristics (see Chapter 6).

ParadisEO is a white box object-oriented framework based on a clear conceptual separation of the metaheuristics from the problems they are intended to solve. This separation and the large variety of implemented optimization features allow a maximum code and design reuse. The separation is expressed at implementation level by splitting the classes into two categories: provided classes and required classes. The provided classes constitute a hierarchy of classes implementing the invariant part of the code. Expert users can extend the framework by inheritance/specialization. The
required classes coding the problem-specific part are abstract classes that have to be specialized and implemented by the user.

The classes of the framework are fine-grained and instantiated as evolving objects embodying one and only one method. This is a particular design choice adopted in ParadisEO. The heavy use of these small-size classes allows more independence and thus a higher flexibility compared to other frameworks. Changing existing components and adding new ones can be easily done without impacting the rest of the application. Flexibility is enabled through the use of the object-oriented technology. Templates are used to model the metaheuristic features: coding structures, transformation operators, stopping criteria, and so on. These templates can be instantiated by the user according to his/her problem-dependent parameters. The object-oriented mechanisms such as inheritance, polymorphism, and so on are powerful ways to design new algorithms or evolve existing ones. Furthermore, ParadisEO integrates several services making it easier to use, including visualization facilities, online definition of parameters, application checkpointing, and so on.

ParadisEO is one of the rare frameworks that provides the most common parallel and distributed models. These models concern the three main parallel models: algorithmic level, iteration level, and solution level. They are portable on different types of architectures: distributed-memory machines and shared-memory multiprocessors as they are implemented using standard libraries such as message passing interface (MPI), multithreading (Pthreads), or grid middlewares (Condor or Globus). The models can be exploited in a transparent way, one has just to instantiate their associated ParadisEO components. The user has the possibility to choose by a simple instantiation for the communication layer. The models have been validated on academic and industrial problems. The experimental results demonstrate their efficiency. The experimentation also demonstrates the high reuse capabilities as the results show that the user redo little code. Furthermore, the framework provides the most common hybridization mechanisms. They can be exploited in a natural way to make cooperating metaheuristics belonging either to the same family or to different families.

ParadisEO is a C++ LGPL open-source framework (STL-Template)\textsuperscript{54}. It is portable on Windows, Unix-like systems such as Linux and MacOS. It includes the following set of modules (Fig. 1.31):

- **Evolving objects (EO):** The EO library was developed initially for evolutionary algorithms (genetic algorithms, evolution strategies, evolutionary programming, genetic programming, and estimation distribution algorithms) [453]. It has been extended to population-based metaheuristics such as particle swarm optimization and ant colony\textsuperscript{55} optimization.
- **Moving objects (MO):** It includes single-solution based metaheuristics such as local search, simulated annealing, tabu search, and iterated local search.

\textsuperscript{54}Downloadable at \url{http://paradiseo.gforge.inria.fr}.
\textsuperscript{55}The model implemented is inspired by the self-organization of *Pachycondyla apicalis* ant species.
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FIGURE 1.31 The different unified modules of the ParadisEO framework.

- **Multiobjective evolving objects (MOEO):** It includes the search mechanisms to solve multiobjective optimization problems such as fitness assignment, diversification, and elitism. From this set of mechanisms, classical algorithms such as NSGA-II, SPEA2, and IBEA have been implemented and are available.

- **Parallel evolving objects (PEO):** It includes the well-known parallel and distributed models for metaheuristics and their hybridization.

### 1.8.3.1 ParadisEO Architecture

The architecture of ParadisEO is multi-layered and modular allowing to achieve the objectives quoted above (Fig. 1.32).

<table>
<thead>
<tr>
<th>Hybrid solvers</th>
<th>High level</th>
<th>Relay/coevolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evolutionary algorithms</td>
<td>Local searches</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Runners</th>
<th>Genetic algorithms</th>
<th>Genetic programming</th>
<th>Hill</th>
<th>Simulated Tabu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common helpers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Required helpers</th>
<th>Variation operators</th>
<th>Evaluation function initialization</th>
<th>Move exploration</th>
<th>Move incr. funtion</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Provided helpers</th>
<th>Selection replacement</th>
<th>Stopping criterion</th>
<th>Move</th>
<th>Cooling</th>
<th>Stopping criterion</th>
</tr>
</thead>
</table>

FIGURE 1.32 Architecture of the ParadisEO framework.
This allows particularly a high genericity, flexibility, and adaptability, an easy hybridization, and code and design reuse. The architecture has three layers identifying three major classes: Solvers, Runners, and Helpers.

- **Helpers**: Helpers are low-level classes that perform specific actions related to the search process. They are split into two categories: population helpers (PH) and single-solution helpers (SH). Population helpers include mainly the transformation, selection, and replacement operations, the evaluation function, and the stopping criterion. Solution helpers can be generic such as the neighborhood explorer class, or specific to the local search metaheuristic such as the tabu list manager class in the tabu search solution method. On the other hand, there are some special helpers dedicated to the management of parallel and distributed models, such as the communicators that embody the communication services. Helpers cooperate between them and interact with the components of the upper layer, that is, the runners. The runners invoke the helpers through function parameters. Indeed, helpers do not have not their own data, but they work on the internal data of the runners.

- **Runners**: The Runners layer contains a set of classes that implement the metaheuristics themselves. They perform the run of the metaheuristics from the initial state or population to the final one. One can distinguish the population runners (PR) such as genetic algorithms, evolution strategies, particle swarm, and so on and single-solution runners (SR) such as tabu search, simulated annealing, and hill climbing. Runners invoke the helpers to perform specific actions on their data. For instance, a PR may ask the fitness function evaluation helper to evaluate its population. An SR asks the movement helper to perform a given movement on the current state. Furthermore, runners can be serial or parallel distributed.

- **Solvers**: Solvers are devoted to control the search. They generate the initial state (solution or population) and define the strategy for combining and sequencing different metaheuristics. Two types of solvers can be distinguished: single metaheuristic solvers (SMS) and multiple-metaheuristic solvers (MMS). SMS are dedicated to the execution of a single metaheuristic. MMS are more complex as they control and sequence several metaheuristics that can be heterogeneous. They use different hybridization mechanisms. Solvers interact with the user by getting the input data and by delivering the output (best solution, statistics, etc.).

According to the generality of their embedded features, the classes of the architecture are split into two major categories: provided classes and required classes. Provided classes embody the factored out part of the metaheuristics. They are generic, implemented in the framework, and ensure the control at run time. Required classes are those that must be supplied by the user. They encapsulate the problem-specific aspects of the application. These classes are fixed but not implemented in ParadisEO. The programmer has the burden to develop them using the object-oriented specialization mechanism.
At each layer of the ParadisEO architecture, a set of classes is provided (Fig. 1.32). Some of them are devoted to the development of metaheuristics for monoobjective and multiobjective optimization, and others are devoted to manage transparently parallel and distributed models for metaheuristics and their hybridization.

There are two programming mechanisms to extend built-in classes: function substitution and subclassing. By providing some methods, any class accepts that the user specifies his own function as a parameter that will be used instead of the original function. This will avoid the use of subclassing, which is a more complex task. The user must at least provide the objective function associated with his problem.

1.9 CONCLUSIONS

When identifying a decision-making problem, the first issue deals with modeling the problem. Indeed, a mathematical model is built from the formulated problem. One can be inspired by similar models in the literature. This will reduce the problem to well-studied optimization models. One has also to be aware of the accuracy of the model. Usually, models we are solving are simplifications of the reality. They involve approximations and sometimes they skip processes that are complex to represent in a mathematical model.

Once the problem is modeled, the following roadmap may constitute a guideline in solving the problem (Fig. 1.33).

First, whether it is legitimate to use metaheuristics for solving the problem must be addressed. The complexity and difficulty of the problem (e.g., NP-completeness, size, and structure of the input instances) and the requirements of the target optimization problem (e.g., search time, quality of the solutions, and robustness) must be taken into account. This step concerns the study of the intractability of the problem at hand. Moreover, a study of the state-of-the-art optimization algorithms (e.g., exact and heuristic algorithms) to solve the problem must be performed. For instance, the use of exact methods is preferable if the best known exact algorithm can solve in the required time the input instances of the target problem. Metaheuristic algorithms seek good solutions to optimization problems in circumstances where the complexity of the tackled problem or the search time available does not allow the use of exact optimization algorithms.

At the time the need to design a metaheuristic is identified, there are three common design questions related to all iterative metaheuristics:

- **Representation**: A traditional (e.g., linear/nonlinear, direct/indirect) or a specific encoding may be used to represent the solutions of the problem. Encoding plays a major role in the efficiency and effectiveness of any metaheuristic and constitutes an essential step in designing a metaheuristic. The representation must have some desired properties such as the completeness, connexity, and efficiency. The encoding must be suitable and relevant to the tackled optimization problem. Moreover, the efficiency of a representation is also related to the search
operators applied to this representation (e.g., generation of the neighborhood, recombination of solutions). In fact, when defining a representation, one has to bear in mind how the solution will be evaluated and how the search operators will operate.

- **Objective function:** The objective function is an important element in designing a metaheuristic. It will guide the search toward “good” solutions of the search space. The guiding objective function is related to the goal to achieve. For efficiency and effectiveness reasons, the guiding function may be different from the objective function formulated by the model.

- **Constraint handling:** Dealing with constraints in optimization problems is another important aspect of the efficient design of metaheuristics. Indeed, many continuous and discrete optimization problems are constrained, and it is not trivial to deal with those constraints. Most of the constraint handling strategies act on the representation of solutions or the objective function (e.g., reject, penalizing, repairing, decoding, and preserving strategies).
If the representation, the objective function, and the constraints are improperly handled, solving the problem can lead to nonacceptable solutions whatever metaheuristic is used.

Software frameworks are essential in the implementation of metaheuristics. These frameworks enable the application of different metaheuristics (S-metaheuristics, P-metaheuristics) in a unified way to solve a large variety of optimization problems (monoobjective/multiobjective, continuous/discrete) as well as to support the extension and adaptation of the metaheuristics for continually evolving problems. Hence, the user will focus on high-level design aspects. In general, the efficient solving of a problem needs to experiment many solving methods, tuning the parameters of each metaheuristic, and so on. The metaheuristic domain in terms of new algorithms is also evolving. More and more increasingly complex metaheuristics are being developed. Moreover, it allows the design of complex hybrid and parallel models that can be implemented in a transparent manner on a variety of architectures (sequential, shared-memory, distributed-memory, and large-scale distributed architecture).

Hence, there is a clear need to provide a ready-to-use implementation of metaheuristics. It is important for application engineers to choose, implement, and apply the state-of-the-art algorithms without in-depth programming knowledge and expertise in optimization. For optimization experts and developers, it is useful to evaluate and compare fairly different algorithms, transform ready-to-use algorithms, design new algorithms, and combine and parallelize algorithms. Frameworks may provide default implementation of classes. The user has to replace the defaults that are inappropriate for his application.

Many parameters have to be tuned for any metaheuristic. Parameter tuning may allow a larger flexibility and robustness but requires a careful initialization. Those parameters may have a great influence on the efficiency and effectiveness of the search. It is not obvious to define a priori which parameter setting should be used. The optimal values for the parameters depend mainly on the problem and even the instance to deal with and on the search time that the user wants to spend in solving the problem. A universally optimal parameter values set for a given metaheuristic does not exist.

The performance evaluation of the developed metaheuristic is the last step of the roadmap. Worst-case and average-case theoretical analyses of metaheuristics present some insight into solving some traditional optimization models. In most of the cases, an experimental approach must be realized to evaluate a metaheuristic. Performance analysis of metaheuristics is a necessary task to perform and must be done on a fair basis. A theoretical approach is generally not sufficient to evaluate a metaheuristic. To evaluate the performance of a metaheuristic in a rigorous manner, the following three steps must be considered: experimental design (e.g., goals of the experiments, selected instances, and factors), measurement (e.g., quality of solutions, computational effort, and robustness), and reporting (e.g., box plots, interaction plots). The performance analysis must be done with the state-of-the-art optimization algorithms dedicated to the problem according to the defined goals. Another main issue here is to ensure the reproducibility of the computational experiments.

In the next two chapters, we will focus on the main search concepts for designing single-solution based metaheuristics and population-based metaheuristics. Each class
EXERCISES

1.10 EXERCISES

Exercise 1.1 Related problems to maximum clique. Given an undirected graph \( G = (V, E) \). A clique \( Q \) of the graph \( G \) is a subset of \( V \) where any two vertices in \( Q \) are adjacent:

\[
\forall i, j \in Q \times Q, (i, j) \in E
\]

A maximum clique is a clique with the largest cardinality. The problem of finding the maximum clique is NP-hard. The clique number is the cardinality of the maximum clique. Given the following problems:

- The subset \( I \subseteq V \) of maximum cardinality such as the set of edges of the subgraph induced by \( I \) is empty.
- Graph coloring.

Find the relationships between the formulated problems and the maximum clique problem. How these problems are identified in the literature?

Exercise 1.2 Easy versus hard optimization problem. Let us consider the set bipartitioning problem. Given a set \( X \) of \( n \) positive integers \( e_1, e_2, \ldots, e_n \) where \( n \) is an even value. The problem consists in partitioning the set \( X \) into two subsets \( Y \) and \( Z \) of equal size. How many possible partitions of the set \( X \) exist?

Two optimization problems may be defined:

- Maximum set bipartitioning that consists in maximizing the difference between the sums of the two subsets \( Y \) and \( Z \).
- Minimum set bipartitioning that consists in minimizing the difference between the sums of the two subsets \( Y \) and \( Z \).

To which complexity class the two optimization problems belong? Let us consider the minimum set bipartitioning problem. Given the following greedy heuristic: sort the set \( X \) in decreasing order. For each element of \( X[i] \) with \( i = 1 \) to \( n \), assign it to the set with the smallest current sum. What is the time complexity of this heuristic?

Exercise 1.3 PTAS class of approximation. Can the maximum clique problem be approximated by any constant factor?
Exercise 1.4  Size of an instance versus its structure. The size of an instance is not the unique indicator that describes the difficulty of a problem, but also its structure. For a given problem, small instances cannot be solved to optimality while large instances may be solved exactly. Show for some classical optimization problems (e.g., satisfiability, knapsack, bin packing, vehicle routing, and set covering) that some small instances are not solved exactly while some large instances are solved to optimality by the state-of-the-art exact optimization methods.

Exercise 1.5 2-Approximation for the vertex covering problem. The vertex cover problem consists in finding the minimal vertex cover in a given graph. A vertex cover for an undirected graph $G = (V, E)$ is a subset $S$ of its vertices such that each edge has at least one end point in $S$. For each edge $(i, j)$ in $E$, one of $i$ or $j$ must be an element of $S$. Show that it is very easy to find a simple greedy heuristic that guarantees a 2-approximation factor. The complexity of the heuristic must be in the order of $O(m)$ where $m$ is the number of edges.

Exercise 1.6 Specific heuristic. Let us consider the number partitioning problem presented in Example 1.15. Propose a specific heuristic to solve this problem. Consider the difference of number pairs in a decreasing order until only one number remains. For instance, if the input instance is $(16, 13, 11, 10, 5)$, the first pair to consider will be $(16, 13)$. Then, their difference is included in the input instance, that is, $(3, 11, 10, 5)$, where $3$ represents the partition $\{16\}$ and $\{13\}$.

Exercise 1.7 Representation for constrained spanning tree problems. Given a connected graph $G = (V, E)$, a spanning tree is a minimum size connected and maximum size acyclic subgraph of $G$ spanning all the vertices of $V$. The large numbers of applications have required the study of variants of the well-known minimum spanning tree problem (MSTP). Given a connected graph $G = (V, E)$, with $n = |V|$, $m = |E|$, a spanning tree is a connected and acyclic subgraph of $G$ spanning all the vertices of $V$ with $n - 1$ edges. Although the MSTP, the more studied problem involving spanning tree, can be solved in polynomial time, the outstanding importance of spanning trees in telecommunication or integrated circuit network design, biology, or computer science has required the development of more complex problems and often NP-hard variants. Indeed, adding some constraints (e.g., node degree, graph diameter) to the MSTP problem makes it NP-hard.

For instance, in the hop-constrained minimum spanning tree problem (HMSTP), the unique path from a specified root node, node 0, to any other node has no more than $H$ hops (edges). Propose an encoding for the HMSTP problem.

Exercise 1.8 Indirect encoding for the bin packing problem. We consider in this exercise the bin packing problem (see Example 1.16). Let us consider an indirect encoding based on permutations. Propose a decoding function of permutations that generates feasible solutions to the bin packing problem. This representation belongs to the one-to-many class of encodings. Analyze the redundancy of this encoding. How the degree of redundancy grows with the number of bins?
Exercise 1.9 Encoding for the equal piles problem. Given a set of \( n \) one-dimensional objects of different sizes \( x_i (i = 1, \ldots, n) \), the objective is to distribute the objects into \( k \) piles \( G_l (l = 1, \ldots, k) \) such that the heights of the piles are as similar as possible:

\[
f = \sum_{l=1}^{k} |s_l - S|
\]

where \( s_l = \sum_{j \in G_l} x_j \) is the sum of sizes for a given subset \( l \) and \( S = \sum_{i=1}^{n} x_i / k \) is the average size of a subset. The problem is NP-hard even for \( k = 2 \). Propose a representation of solutions to tackle this problem.

Exercise 1.10 Greedy heuristic for the knapsack problem. In Example 1.40, a greedy heuristic for the 0–1 knapsack problem has been proposed. What will be the characteristic of the algorithm if the order of the elements when sorted by increasing weight is the same compared to their utilities when sorted by decreasing value?

Exercise 1.11 Greedy algorithms for vehicle routing problems. Vehicle routing problems represent very important applications in the area of logistics and transportation [775]. VRP are some of the most studied problems in the combinatorial optimization domain. The problem was introduced more than four decades ago by Dantzig and Ramser. The basic variant of the VRP is the capacitated vehicle routing problem. CVRP can be defined as follows: Let \( G = (V, A) \) be a graph where \( V \) the set of vertices represents the customers. One vertex represents the depot with a fleet of \( m \) identical vehicles of capacity \( Q \). We associate with each customer \( v_i \) a demand \( q_i \) and with each edge \((v_i, v_j)\) of \( A \) a cost \( c_{ij} \) (Fig. 1.34). We have to find a set of routes where the objective is to minimize the total cost and satisfy the following constraints:

- For each vehicle, the total demand of the assigned customers does not exceed its capacity \( Q \).

\[\text{FIGURE 1.34} \text{ The capacitated vehicle routing problem. (a) From the depot, we serve a set of customers. (b) A given solution for the problem.}\]
• Each route must begin and end at the depot node.
• Each customer is visited exactly once.

Define one or more greedy algorithms for the CVRP problem. Give some examples of constraints or more general models encountered in practice. For instance, one can propose

• Multiple depot VRP (MDVRP) where the customers get their deliveries from several depots.
• VRP with time windows (VRPTW), in case a time window (start time, end time, and service time) is associated with each customer.
• Periodic VRP (PVRP) in which a customer must be visited a prescribed number of times within the planning period. Each customer specifies a set of possible visit day combinations.
• Split delivery VRP (SDVRP) where several vehicles serve a customer.
• VRP with backhauls (VRPB) in which the vehicle must pick something up from the customer after all deliveries are carried out.
• VRP with pick ups and deliveries (VRPPS) if the vehicle picks something up and delivers it to the customer.

Exercise 1.12 Greedy algorithms for the Steiner tree problem. The goal of this exercise is to design a greedy heuristic for the Steiner tree problem. Hints: (a) Construct a graph where the nodes are terminals. The weight associated with an edge connecting two terminals represents the value of the shortest path between those terminals in the original graph. (b) Generate a spanning tree from this graph using the Kruskal algorithm. (c) From the edges obtained from the spanning tree, redesign the original graph using those selected edges and find the Steiner tree.

Exercise 1.13 Greedy algorithms for the bin packing problem. The bin packing problem is a well-known combinatorial problem with many applications such as container or pellet loading, loading trucks with weight capacity, and creating file backup in removable media. Objects of different volumes must be packed into a finite number of bins of capacity $C$ in a way that minimizes the number of bins used. There are many variations of this problem such as 3D or 2D packing, linear packing, pack by volume, and pack by weight.

Let us solve the one-dimensional bin packing problem (Fig. 1.35). Given a finite collection of $n$ weights $w_1, w_2, w_3, \ldots, w_n$ and a collection of identical bins with capacity $C$ (which exceeds the largest of the weights), the problem is to find the minimum number $k$ of bins into which the weights can be placed without exceeding the bin capacity $C$. An example of a greedy algorithm is the first fit algorithm that places each item into the first bin in which it will fit. It requires $\Theta(n \log n)$ time. Propose some improvements of this greedy algorithm. Hint: For example, a sorting of the elements may be done before the packing.
Exercise 1.14  **Random permutation.** Design an efficient procedure for the generation of a random permutation.

Exercise 1.15  **Generalized TSP problem.** The generalized traveling salesman problem (GTSP) is a generalization of the well-known traveling salesman problem. Given an undirected complete graph $G = (V, E)$, where $V$ represents the set of cities. In the GTSP, the set of nodes $V$ is partitioned into $m$ groups $W_1, W_2, \ldots, W_m$ where $0 < m \leq n$ and $W_1 \cup W_2 \cup \cdots \cup W_m = V$. Each city $v_i \in V$ belongs to one and only one group. The groups are disjoint, that is, $\forall i \neq j, W_i \cap W_j = \emptyset$. The objective is to find a minimum tour in terms of distance containing exactly one node from each group $W_i$. Propose a representation for the problem.

Exercise 1.16  **Indirect encoding for the JSP.** The job-shop scheduling problem has been defined in Example 1.33. Given the following indirect encoding: an array of $j$ elements, each one being composed of a list of allocations of machines on which the operations are to be executed (Fig 1.36). Propose a decoder that generates a feasible schedule.
Exercise 1.17 Objective function for the vehicle routing problem. For the vehicle routing problem, a solution $s$ may be represented by the assignment of the customers to the vehicles. A neighborhood may be defined as the move of one customer from one vehicle to another. Show that computing the incremental objective function consisting in minimizing the total distance is a difficult procedure.

Exercise 1.18 Objective function for the feature selection problem within classification. The feature selection problem has a large variety of applications in many domains such as data mining. In the feature selection problem, the objective is to find a subset of features such that a classification algorithm using only those selected feature provides the best performances. Any supervised classification algorithm may be used such as the support vector machines, decision trees, or naive Bayes. Given a set of instances $I$. Each instance is characterized by a large number of $d$ features $F = \{f_1, f_2, \ldots, f_d\}$. Each instance is labeled with the class it belongs to. The problem consists in finding the optimal subset $S \subseteq F$. Propose an objective function for this problem.

Exercise 1.19 Domination analysis of metaheuristics. In combinatorial optimization problems, the domination analysis of a metaheuristic is defined by the number of solutions of the search space $S$ that are dominated by the solution obtained by the metaheuristic. Suppose a metaheuristic $H$ that generates the solution $s_H$ from the search space $S$. The dominance associated with the metaheuristic $H$ is the cardinality of the set $\{s \in S : f(s) \geq f(s_H)\}$. If the metaheuristic has obtained the global optimal solution $s^*$, the dominance $\text{dom}(H) = |S|$. Give a critical analysis of this performance indicator.

Exercise 1.20 Performance evaluation in dynamic optimization problems. To evaluate a metaheuristic in a dynamic problem, using classical measures such as the best found solution is not sufficient. Indeed, the concept of solution quality is changing...
over time. Propose a performance measure to deal with the quality of solutions in
dynamic optimization problems with an \textit{a priori} known time of the environment change \( t_i, i \in [1, \ldots, n] \).

\textbf{Exercise 1.21 Constraint handling.} Given an objective function \( f \) to minimize
and \( m \) constraints to satisfy. The new objective function \( f' \) that handles the constraints
is defined as follows:

\[ f'(x) = \begin{cases} 
    f(x) & \text{if } x \text{ is a feasible solution} \\
    K - \sum_{i=1}^{m} \frac{K}{m} & \text{otherwise}
\end{cases} \]

where \( x \) is a solution to the problem, \( s \) is the number of satisfied constraints, and \( K \)
is a very large constant value (e.g., \( K = 10^9 \)). To which class of constraint handling
strategies this approach belongs? Perform a critical analysis of this approach.

\textbf{Exercise 1.22 Evaluation of metaheuristics as multiobjective optimization.}
Many quantitative and qualitative criteria can be considered to evaluate the perform-
ance of metaheuristics: efficiency, effectiveness, robustness, simplicity, flexibility,
innovation, and so on. Let us consider only two quantitative criteria: efficiency and
effectiveness. Figure 1.37 plots for two metaheuristics, Meta\( _1 \) and Meta\( _2 \), the evolution
in time of the quality of best found solutions. According to each criterion, which

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure1_37}
\caption{Efficiency versus effectiveness in the performance evaluation of meta-
heuristics. In terms of Pareto dominance optimality, no metaheuristic dominates the other
one.}
\end{figure}
metaheuristic may be considered the best one? No metaheuristic dominates the other one for the two criteria. Propose some aggregations of the two criteria that generate a total ordering of metaheuristics. How can we deal with the qualitative criteria?

**Exercise 1.23 Theoretical versus experimental evaluation.** In comparing the theoretical and the experimental approach of the performance evaluation of a metaheuristic, one can make the following two statements:

- The theoretical approach gives more certain conclusions than the experimental approach.
- The experimental approach gives more certain conclusions than the theoretical approach.

Show that the two statements may be correct.

**Exercise 1.24 Black box versus white box for metaheuristic software.** Explain why the black box approach for software frameworks is not yet well suited for metaheuristics to solve general optimization problems. For which class of optimization problems, the black box approach may be appropriate for metaheuristics? Compare with the field of continuous linear programming (mathematical programming) and constraint programming.

**Exercise 1.25 Software for metaheuristics.** Analyze the following software for metaheuristics: ParadisEO, MATLAB optimization module, PISA, Localizer++, HotFrame, GAlib, CMA-ES, ECJ, BEAGLE, GENOCOP III, OpTech, Templar, iOpt, Mozart/Oz, GPC++, and EasyLocal++ in terms of target optimization problems, available metaheuristic algorithms, available hybrid metaheuristics, parallel models of metaheuristics, target architectures, software characteristics (program code, callable black box package, and object-oriented white box library). Which of the previously cited softwares can be considered as a software framework rather than a program or a callable package or library?
CHAPTER 2

Single-Solution Based Metaheuristics

While solving optimization problems, single-solution based metaheuristics (S-metaheuristics) improve a single solution. They could be viewed as “walks” through neighborhoods or search trajectories through the search space of the problem at hand [163]. The walks (or trajectories) are performed by iterative procedures that move from the current solution to another one in the search space. S-metaheuristics show their efficiency in tackling various optimization problems in different domains.

In this chapter, a unified view of the common search concepts for this class of metaheuristics is presented. Then, the main existing algorithms, both from the design and the implementation point of view, are detailed in an incremental way.

This chapter is organized as follows. After the high-level template of S-metaheuristics is presented, Section 2.1 details the common search components for S-metaheuristics: the definition of the neighborhood structure, the incremental evaluation function, and the determination of the initial solution. The concept of very large neighborhoods is also presented. Section 2.2 discusses the landscape analysis of optimization problems. Sections 2.3, 2.4, and 2.5 introduce, in an incremental manner, the well-known S-metaheuristics: local search, simulated annealing, and tabu search. Then, Sections 2.6, 2.7, and 2.8 present, respectively, the iterative local search, the variable neighborhood search, and the guided local search algorithms. In Section 2.9, other S-metaheuristics are dealt with, such as GRASP, the noisy and the smoothing methods. Finally, Section 2.10 presents the ParadisEO–MO (moving objects) module of the ParadisEO framework that is dedicated to the implementation of S-metaheuristics. Some design and implementations of S-metaheuristics such as local search, simulated annealing, tabu search, and iterated local search are illustrated.

2.1 COMMON CONCEPTS FOR SINGLE-SOLUTION BASED METAHEURISTICS

S-metaheuristics iteratively apply the generation and replacement procedures from the current single solution (Fig. 2.1). In the generation phase, a set of candidate solutions are generated from the current solution $s$. This set $C(s)$ is generally obtained by local
transformations of the solution. In the replacement phase, a selection is performed from the candidate solution set \( C(s) \) to replace the current solution; that is, a solution \( s' \in C(s) \) is selected to be the new solution. This process iterates until a given stopping criteria. The generation and the replacement phases may be memoryless. In this case, the two procedures are based only on the current solution. Otherwise, some history of the search stored in a memory can be used in the generation of the candidate list of solutions and the selection of the new solution. Popular examples of such S-metaheuristics are local search, simulated annealing, and tabu search. Algorithm 2.1 illustrates the high-level template of S-metaheuristics.

Algorithm 2.1  High-level template of S-metaheuristics.

```
Input: Initial solution \( s_0 \).
\( t = 0 \);
Repeat
  /* Generate candidate solutions (partial or complete neighborhood) from \( s_t \) */
  Generate\((C(s_t))\);
  /* Select a solution from \( C(s) \) to replace the current solution \( s_t \) */
  \( s_{t+1} = \text{Select}(C(s_t)) \);
  \( t = t + 1 \);
Until Stopping criteria satisfied
Output: Best solution found.
```

The common search concepts for all S-metaheuristics are the definition of the neighborhood structure and the determination of the initial solution.

### 2.1.1 Neighborhood

The definition of the neighborhood is a required common step for the design of any S-metaheuristic. The neighborhood structure plays a crucial role in the performance

\(^1\)Also named transition rule, pivoting rule, and selection strategy.
of an S-metaheuristic. If the neighborhood structure is not adequate to the problem, any S-metaheuristic will fail to solve the problem.

**Definition 2.1 Neighborhood.** A neighborhood function $N : S \rightarrow 2^S$ that assigns to each solution $s$ of $S$ a set of solutions $N(s) \subset S$.

A solution $s'$ in the neighborhood of $s$ ($s' \in N(S)$) is called a neighbor of $s$. A neighbor is generated by the application of a move operator $m$ that performs a small perturbation to the solution $s$. The main property that must characterize a neighborhood is locality. Locality is the effect on the solution when performing the move (perturbation) in the representation. When small changes are made in the representation, the solution must reveal small changes. In this case, the neighborhood is said to have a strong locality. Hence, a S-metaheuristic will perform a meaningful search in the landscape of the problem. Weak locality is characterized by a large effect on the solution when a small change is made in the representation. In the extreme case of weak locality, the search will converge toward a random search in the search space.

The structure of the neighborhood depends on the target optimization problem. It has been first defined in continuous optimization.

**Definition 2.2** The neighborhood $N(s)$ of a solution $s$ in a continuous space is the ball with center $s$ and radius equal to $\epsilon$ with $\epsilon > 0$.

Hence, one have $N(s) = \{s' \in \mathbb{R}^n / ||s' - s|| < \epsilon\}$. By using the Euclidean norm, we obtain $||s' - s|| = \sqrt{(s'_1 - s_1)^2 + (s'_2 - s_2)^2 + \ldots + (s'_n - s_n)^2}$, which is the Euclidean distance between $s'$ and $s$ (Fig. 2.2).

![Figure 2.2](image)

**FIGURE 2.2** Neighborhoods for a continuous problem and a discrete binary problem.
If the gradient (derivates of the objective function) can be calculated or approximated, a steepest descent (or ascent) indicating the direction to take can be applied. The main parameter in this first strategy is the length of the move in the selected direction. Otherwise, a random or deterministic generation of a subset of neighbors is carried out. In random generation of a neighbor, the normal variable \( (0, \sigma_i) \) is added to the current value, where \( \sigma_i \) represents the main parameter in this second strategy.

The concept of neighborhood can be extended to discrete optimization.

**Definition 2.3** In a discrete optimization problem, the neighborhood \( \mathcal{N}(s) \) of a solution \( s \) is represented by the set \( \{s': d(s', s) \leq \epsilon\} \), where \( d \) represents a given distance that is related to the move operator.

The neighborhood definition depends strongly on the representation associated with the problem at hand. Some usual neighborhoods are associated with traditional encodings.

The natural neighborhood for binary representations is based on the Hamming distance. In general, a distance equal to 1 is used. Then, the neighborhood of a solution \( s \) consists in flipping one bit of the solution. For a binary vector of size \( n \), the size of the neighborhood will be \( n \). Figure 2.2 shows the neighborhood for a continuous problem and a discrete binary problem. An Euclidean distance less than \( \epsilon \) and a Hamming distance equal to 1 are used to define the neighborhood.

The Hamming neighborhood for binary encodings may be extended to any discrete vector representation using a given alphabet \( \sum \). Indeed, the substitution can be generalized by replacing the discrete value of a vector element by any other character of the alphabet. If the cardinality of the alphabet \( \sum \) is \( k \), the size of the neighborhood will be \( (k - 1) \cdot n \) for a discrete vector of size \( n \).

For permutation-based representations, a usual neighborhood is based on the swap operator that consists in exchanging (or swapping) the location of two elements \( s_i \) and \( s_j \) of the permutation. For a permutation of size \( n \), the size of this neighborhood is \( n(n-1)/2 \). This operator may also be applied to any linear representation. Figure 2.3 shows the neighborhood associated with a combinatorial optimization problem using a permutation encoding. The distance is based on the swap move operator.

Once the concept of neighborhood has been defined, the local optimality property of a solution may be given.

**Figure 2.3** An example of neighborhood for a permutation problem of size 3. For instance, the neighbors of the solution \( (2, 3, 1) \) are \( (3, 2, 1), (2, 1, 3), \) and \( (1, 3, 2) \).
Definition 2.4  **Local optimum.** Relatively to a given neighboring function $N$, a solution $s \in S$ is a local optimum if it has a better quality than all its neighbors; that is, $f(s) \leq f(s')^2$ for all $s' \in N(s)$ (Fig. 2.4).

For the same optimization problem, a local optimum for a neighborhood $N_1$ may not be a local optimum for a different neighborhood $N_2$.

Example 2.1  **$k$-distance neighborhood versus $k$-exchange neighborhood.** For permutation problems, such as the TSP, the exchange operator (swap operator) may be used (Fig. 2.5). The size of this neighborhood is $n(n-1)/2$ where $n$ represents the number of cities. Another widely used operator is the $k$-opt operator,\(^2\) where $k$ edges are removed from the solution and replaced with other $k$ edges. Figure 2.5 (resp. Fig. 2.6) illustrates the application of the 2-opt operator (resp. 3-opt operator) on a tour. The neighborhood for the 2-opt operator is represented by all the permutations obtained by removing two edges. It replaces two directed edges $(\pi_i, \pi_{i+1})$ and $(\pi_j, \pi_{j+1})$ with $(\pi_i, \pi_j)$ and $(\pi_{i+1}, \pi_{j+1})$, where $i \neq j - 1, j, j + 1 \forall i, j$. Formally, the neighbor solution is defined as

\[
\pi'(k) = \pi(k) \quad \text{for } k \leq i \text{ or } k > j
\]

\[
\pi'(k) = \pi(i + j + 1 - k) \quad \text{for } i < k \leq j
\]

The size of the neighborhood for the 2-opt operator is $(n(n-1)/2) - n$; all pairs of edges are concerned except the adjacent pairs.

\(^2\)For a minimization problem.

\(^3\)Also called $k$-exchange operator.
As mentioned, the efficiency of a neighborhood is related not only to the representation but also to the type of problems to solve. For instance, in scheduling problems, permutations represent a priority queue. Then, the relative order in the sequence is very important, whereas in the TSP it is the adjacency of the elements that is important. For scheduling problems, the 2-opt operator will generate a very large variation (weak locality), whereas for routing problems such as the TSP, it is a very efficient operator because the variation is much smaller (strong locality).

Example 2.2 Neighborhoods for permutation scheduling problems. For permutations representing sequencing and scheduling problems, the $k$-opt family of operators is not well suited. The following operators may be used:

- **Position-based neighborhood:** Figure 2.7 illustrates an example of a position-based operator, the *insertion operator*. In the insertion operator, an element at one
FIGURE 2.6 3-opt operator for the TSP. The neighbors of the solution \((A,B,C,D,E,F)\) are 
\((A,B,F,E,C,D)\), \((A,B,D,C,F,E)\), \((A,B,E,F,C,D)\), and \((A,B,E,F,D,C)\).

position is removed and put at another position. The two positions are randomly selected.

- **Order-based neighborhood:** Many order-based operators can be used such as the exchange operator where arbitrarily selected two elements are swapped as shown in Fig. 2.8, and the inversion operator where two elements are randomly selected and the sequence of elements between these two elements are inverted as shown in Fig. 2.9.

Those operators are largely used in scheduling problems and seldom for routing problems such as the TSP for efficiency reasons.

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
1 & 6 & 2 & 3 & 4 & 5 & 7 & 8 \\
\end{array}
\]

**FIGURE 2.7** Insertion operator.

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
1 & 2 & 7 & 4 & 5 & 6 & 3 & 8 \\
\end{array}
\]

**FIGURE 2.8** Exchange operator.
2.1.2 Very Large Neighborhoods

In designing a S-metaheuristic, there is often a compromise between the size (or diameter) and the quality of the neighborhood to use and the computational complexity to explore it. Designing large neighborhoods may improve the quality of the obtained solutions since more neighbors are considered at each iteration (Fig. 2.10). However, this requires an additional computational time to generate and evaluate a large neighborhood.

The size of the neighborhood for a solution $s$ is the number of neighboring solutions of $s$. Most of the metaheuristics use small neighborhoods that is, in general, a polynomial function of the input instance size (e.g., linear or quadratic function). Some large neighborhoods may be high-order polynomial or exponential function of the size of the input instance. The neighborhood is exponential if its size grows exponentially with the size of the problem. Then, the complexity of the search will be much higher. So, the main issue here is to design efficient procedures to explore large neighborhoods. These efficient procedures identify improving neighbors or the best neighbor without the enumeration of the whole neighborhood (Fig. 2.11).
A comprehensive survey of very large search neighborhoods may be found in Ref. [14].

2.1.2.1 Heuristic Search in Large Neighborhoods  This approach consists in searching heuristically very large neighborhoods. A partial set of the large neighborhood is generated. Hence, finding the best neighbor (i.e., local optimum) is not guaranteed.

Let us consider a given neighborhood $N$ defined by neighbors of distance $k = 1$ from a solution $s(N_1(s) = \{ s' \in S / d(s, s') = 1 \})$. In a similar way, a larger neighborhood $N_k(s)$ of distance $k$ ($d = 2, 3, \ldots, n$) is defined as the set

$$N_k(s) = N_{k-1}(s) \cup \{ s'' / \exists s' \in N_k(s) : s'' \in N_1(s') \}$$

Larger is the distance $k$, larger the neighborhood is. Since $N_n(s)$ is the whole search space, finding the best solution in this neighborhood is NP-hard if the original problem is NP-hard. Variable-depth search methods represent those strategies that explore partially the $N_k(s)$ neighborhoods. In general, a variable distance move ($k$-distance or $k$-exchange) with a distance of 2 or 3 may be appropriate.

This idea of variable-depth search methods has been first used in the classical Lin–Kernighan heuristic for the TSP [508] and the ejection chains. An ejection chain is a sequence of coordinated moves. Ejection chains were proposed first by Glover to solve the TSP problem [324]. They are based on alternating path methods, that is, alternating sequence of addition and deletion moves.

$n$ is related to the size of the problem (i.e., maximum distance between any two solutions).
Example 2.3 Ejection chains for vehicle routing problems. This example illustrates the application of ejection chains to the capacitated vehicle routing problem [645]. An ejection chain is defined as a sequence of coordinated moves of customers from one route to a successive one. Each ejection chain involves \( k \) levels (routes) starting at route 1 and ending at route \( k \) (Fig. 2.12). It ejects one node from route 1 to the successive route 2, one node from the route 2 to the route 3, and so on and one node from level \( k - 1 \) to \( k \) (Fig. 2.12). The last node is bumped from route \( k \) to the route 1. The successive moves represent an ejection chain if and only if no vertex appears more than once in the solution. Figure 2.12 illustrates the ejection chain moves.

The heuristically searched large neighborhoods (e.g., ejection chain strategy, variable depth) have been applied successfully to various combinatorial optimization problems: clustering [220], vehicle routing [645], generalized assignment [832], graph partitioning [230], scheduling [712], and so on. Many neighborhoods are defined by cycles. Cycle operators may be viewed as the generalization of the well-known 2-opt operator for the TSP problem, where more than two elements of the solution are involved to generate a neighbor.

Example 2.4 Cyclic exchange. A very large neighborhood based on cyclic exchange may be introduced into partitioning problems [15]. Let \( E = \{e_1, e_2, \ldots, e_n\} \) be a set of elements to cluster into \( q \) subsets. A \( q \)-partition may be represented by the clustering \( S = \{S_1, S_2, \ldots, S_q\} \). A 2-neighbor of the solution \( S = \{S_1, S_2, \ldots, S_q\} \) is obtained by swapping two elements that belong to two different subsets. In its general form, the cyclic operator is based on swapping more than two elements and then involves more than two subsets (Fig. 2.13). A move involving \( k \) subsets \( S_i \) is represented by a cyclic permutation \( \pi \) of size \( k \) (\( k \leq q \)), where \( \pi(i) = j \) represents the fact that the element \( e_i \) of the subset \( S_i \) is moved to the subset \( S_j \). Hence, a solution \( Q = \{Q_1, Q_2, \ldots, Q_q\} \) is a cyclic neighbor of the solution \( S = \{S_1, S_2, \ldots, S_q\} \) if there exists a sequence \( L = (o_1, \ldots, o_n) \) of size \( m \leq k \) of moving single elements that generates \( Q \) from \( S \). Let us notice that the first and the last move must concern the same partition (Fig. 2.13). The size of this neighborhood is \( O(n^k) \). Using the cyclic operator, finding the best neighbor in the very large neighborhood has been reduced to the subset disjoint minimum cost cycle problem [769].

![FIGURE 2.12](image-url) A four-level ejection chain for vehicle routing problems. Here, the ejection chain is based on a multinode insertion process.
COMMON CONCEPTS FOR SINGLE-SOLUTION BASED METAHEURISTICS

Indeed, finding an improving neighbor is based on the construction of the improvement graph [769]. Let $E = \{e_1, e_2, \ldots, e_n\}$ be the set of elements associated with the partitioning problem and let $x[i]$ be the subset containing the element $e_i$. The improvement graph $G = (V, E)$ is constructed as follows. The set $V = \{1, 2, \ldots, n\}$ of nodes is defined by the set of elements $(i = 1, \ldots, n)$ corresponding to the indices of the elements belonging to $E$. An edge $(i, j) \in E$ is associated with each move operation that transfers the element $i$ from $x[i]$ to $x[j]$ and removes the element $j$ from $x[j]$. Each edge $(i, j)$ is weighted by a constant $c_{ij}$, which represents the cost increase of $x[j]$ when the element $i$ is added to the set $x[i]$ and $j$ is removed:

$$c_{ij} = d([i] \cup x[j] - \{j\}) - d(x[j])$$

**Definition 2.5 Subset-disjoint cycle.** A cycle $Z$ in a graph $G = (V, E)$ is subset disjoint if

$$\forall i, j \in Z, x[i] \neq x[j]$$

that is, the nodes of $Z$ are all in different subsets.

It is straightforward to see that there is a correspondence between cyclic exchange for the partitioning problem and subset-disjoint cycles in the improvement graph, that is, for every negative cost cyclic exchange, there is a negative cost subset-disjoint cycle in the improvement graph. The decision problem of whether there is a subset-disjoint cycle in the improvement graph is an NP-complete problem. Hence, the problem of finding a
negative cost subset-disjoint cycle is NP-hard [769]. So, heuristics are generally used to explore this very large neighborhood [769].

The cyclic operator has been mainly used in grouping problems such as graph partitioning problems [248,307], scheduling problems [283], constrained spanning tree problems [16], or assignment problems [759].

2.1.2.2 Exact Search in Large Neighborhoods

This approach consists in searching exactly very large neighborhoods. The main goal is to find an improving neighbor. They are based on efficient procedures that search specific large (even exponential) neighborhoods in a polynomial time.

Searching the best or an improving neighbor for some large neighborhoods may be modeled as an optimization problem. This class of method is mainly based on network flow-based improvement algorithms. Two types of efficient search algorithms solving this optimization problem may be found in the literature [14]:

- **Path finding:** Where shortest path and dynamic programming algorithms are used to search the large neighborhood and identify improving neighbors.
- **Matching:** Where well-known polynomial-time matching algorithms are used to explore large neighborhoods for specific problems.

For instance, swap-based neighborhoods in permutations can be generalized by the use of multiple compounded swaps (e.g., dynasearch).

**Definition 2.6 Independent swaps.** Given a permutation \( \pi = \{\pi_1, \pi_2, \ldots, \pi_n\} \), a swap move \((i, j)\) consists in exchanging the two elements \(\pi_i\) and \(\pi_j\) of the permutation \(\pi\). Two swap moves \((i, j)\) and \((k, l)\) are independent if \(\max\{i, j\} < \min\{k, l\}\) or \(\min\{i, j\} > \max\{k, l\}\).

A swap-based large neighborhood of a permutation can be defined by the union of an arbitrary number of independent swap moves.

**Example 2.5 Dynasearch.** Dynasearch is another classical large neighborhood approach that has been introduced for optimization problems where solutions are encoded by permutations (e.g., sequencing problems) [150]. The dynasearch two-exchange move is based on improving a Hamiltonian path between two elements \(\pi(1)\) and \(\pi(n)\) (see Fig. 2.14). The operator deletes the edges \((\pi(i), \pi(i + 1))\), \((\pi(j), \pi(j + 1))\), \((\pi(k), \pi(k + 1))\), and \((\pi(l), \pi(l + 1))\). The following conditions must hold:

\[
\begin{align*}
1 & \quad i & \quad i+1 & \quad j & \quad j+1 & \quad k & \quad k+1 & \quad l & \quad l+1 & \quad n \\
\end{align*}
\]

**FIGURE 2.14** Dynasearch using two independent two-exchange moves: polynomial exploration of exponentially large neighborhoods.
The segments are independent if \( j \leq k \) or \( l < i \). Indeed, when this condition holds, the segments that are exchanged by the two moves do not share any edge.

The size of this exponential neighborhood is \( O(2^{2n-1}) \). The problem of finding the best neighbor is reduced to the shortest path problem in the improvement graph. Then, it is explored in an efficient polynomial way by a dynamic programming algorithm in \( O(n^2) \) for the TSP and in \( O(n^3) \) for scheduling problems [94, 396]. If the compounded swaps are limited to adjacent pairs, the time complexity of the algorithm is reduced to \( O(n^2) \) in solving scheduling problems.

Another exponential neighborhood is defined by the assignment neighborhood [345]. It is based on the multiple application of the insertion operator. Let us consider the TSP problem. Giving a tour \( S = (1, 2, \ldots, n, 1) \), where \( d[i, j] \) represents the distance matrix. The assignment neighborhood consists in constructing the following bipartite improvement graph: select and eject \( k \) nodes \( V = \{v_1, v_2, \ldots, v_k\} \) from the tour \( S \), where \( k = \lfloor n/2 \rfloor \). The set \( U = \{u_1, u_2, \ldots, u_{n-k}\} \) represents the nonejected nodes of the tour \( S \); that is, \( U \cup V = S \). Then, a subtour \( S' = (u_1, u_2, \ldots, u_{n-k}, u_1) \) is created. Finally, a complete bipartite graph \( G = (N, V, E) \) is constructed, where \( N = \{q_i : i = 1, \ldots, n - k\} \), \( q_i \) represents the edge \((u_i, u_{i+1})\) for \( i = 1 \) to \( n - k - 1 \), \( V = \{2, 3, 5, 8\} \), and \( S' = (1, 4, 6, 7, 9, 1) \) is the initial tour.

\[ S^* = (1, 3, 4, 8, 6, 5, 7, 9, 2, 1) \]

**FIGURE 2.15** Assignment neighborhood: constructing the bipartite improvement graph and finding the optimal matching.
and \( q_{n-k} = (u_{n-k}, u_1) \) (Fig. 2.15). The set of edges \( E = (q_i, v_j) \) is weighted by 
\[
c[q_i, v_j] = d[u_i, v_j] + d[v_j, u_{i+1}] - d[u_i, u_{i+1}].
\]

A neighbor \( S^* \) for the tour \( S \) is defined by inserting the nodes of \( V \) in the subtour \( S' \). No more than one node is inserted between two adjacent nodes of the subtour \( S' \). The problem of finding the best neighbor is then reduced to the minimum cost matching on a bipartite improvement graph. Figure 2.15 illustrates the construction of the improvement graph on the tour \( S = (1, 2, \ldots, 9, 1) \) composed of nine nodes, where \( V = \{2, 3, 5, 8\} \) and \( U = \{1, 4, 6, 7, 9\} \). Hence, the subtour \( S' \) is defined as \( (1, 4, 6, 7, 9, 1) \). For simplicity reasons, only the edges of the minimum cost matching are shown for the bipartite graph \( G \). According to the optimal matching, the obtained tour is \( (1, 3, 4, 8, 6, 5, 7, 9, 2, 1) \).

The generalization of the assignment operator for arbitrary \( k \) and \( n \), and different inserting procedures (e.g., edges instead of nodes) in which the problem is reduced to a minimum weight matching problem is proposed [344].

Matching-based neighborhoods have been applied to many combinatorial optimization problems such as the TSP [347], quadratic assignment problem [203], and vehicle routing problems [225].

2.1.2.3 Polynomial-Specific Neighborhoods

Some NP-hard optimization problems may be solved in an efficient manner by restricting the input class instances or by adding/deleting constraints to the target optimization problem.

For instance, many graph problems (e.g., Steiner tree, TSP) are polynomial for specific instances of the original NP-hard problem (e.g., series-parallel, outerplanar, Halin). This fact may be exploited in defining large neighborhoods based on those special cases solvable in polynomial time. Indeed, this strategy consists in transforming the input instance into a specific instance that can be solved in a polynomial manner. This class of strategies are not yet well explored in the literature [14].

Example 2.6 Halin graphs—a polynomial solvable instance class. Halin graphs deal with properties of minimal connectivity in graphs. They are generalizations of...
tree and ring graphs. A graph is a Halin graph if it is formed by embedding a tree having no degree-2 vertices in the plane and connecting its leaves by a cycle that crosses none of its edges (Fig. 2.16). For this class of instances, a polynomial-time algorithm is known to solve the traveling salesman problem in $O(n)$ [157] and the Steiner tree problem [822]. Hence, Halin graphs may be used to construct large neighborhoods for the TSP as follows [14]: let $\pi$ be the current tour. The solution $\pi_H$ is a Halin extension of $\pi$ if $\pi_H$ is a Halin graph and $\pi$ is a subgraph of $\pi_H$ (Fig. 2.17). Suppose $\text{HalinConstruct}(\pi)$ is an efficient function that returns a Halin extension of the solution $\pi$. Then, the neighborhood $N(\pi)$ is constructed as $\{\pi' : \pi' \text{ is a tour in HalinConstruct}(\pi)\}$. Hence, finding the best tour in $N(\pi)$ is reduced to find the best tour in the solution $\text{HalinConstruct}(\pi)$.

2.1.3 Initial Solution

Two main strategies are used to generate the initial solution: a random and a greedy approach. There is always a trade-off between the use of random and greedy initial solutions in terms of the quality of solutions and the computational time. The best answer to this trade-off will depend mainly on the efficiency and effectiveness of the random and greedy algorithms at hand, and the S-metaheuristic properties. For instance, the larger is the neighborhood, the less is the sensitivity of the initial solution to the performance of the S-metaheuristics.

Generating a random initial solution is a quick operation, but the metaheuristic may take much larger number of iterations to converge. To speed up the search, a greedy heuristic may be used. Indeed, in most of the cases, greedy algorithms have a reduced polynomial-time complexity. Using greedy heuristics often leads to better quality local optima. Hence, the S-metaheuristic will require, in general, less iterations to converge toward a local optimum. Some approximation greedy algorithms may also be used to obtain a bound guarantee for the final solution. However, it does not mean that using better solutions as initial solutions will always lead to better local optima.
Example 2.7 Greedy initial solutions are not always better. The Clark–Wright greedy heuristic is a well-known efficient heuristic for the TSP and other routing problems, such as the vehicle routing problem. The solutions obtained by this greedy heuristic are much better in quality than random solutions. However, using a local search algorithm based on the 3-opt move operator, experiments show that using the initial solutions generated by this greedy heuristic leads to worse solutions than using random initial solutions in solving the TSP problem [421]. Moreover, the Clark–Wright heuristic may be also time consuming in solving large instances of the TSP problem. For this example, the random strategy dominates the greedy one in both quality and search time!

The random strategy may generate a high deviation in terms of the obtained solutions. To improve the robustness, a hybrid strategy may be used. It consists in combining both approaches: random and greedy. For instance, a pool of initial solutions can be composed of greedy solutions and randomly generated solutions. Moreover, different greedy strategies may be used in the initialization process. In fact, for some optimization problems, many greedy constructive algorithms exist and are easy to design and implement.

Example 2.8 A hybrid approach for the TSP. Given an instance with \( n \) cities, the following three algorithms can be used to generate a pool of initial solutions:

- An algorithm that generates a random permutation with uniform probability.
- A nearest-neighbor greedy algorithm that chooses a starting city \( i \) randomly. Then, among unsequenced cities, it chooses a city \( j \) that minimizes the length between \( i \) and \( j \) and iterates the same process on the city \( j \) until a complete tour is constructed. Using different starting cities allows to generate different final solutions. Hence, \( n \) different solutions may be obtained with this greedy procedure.
- Another greedy procedure, the cheapest insertion algorithm, first finds the minimum length path \( (i, j) \). Let \( C \) be the tour \( (i, j, i) \). Then, it chooses an unsequenced city that minimizes the length of the tour \( C \) and inserts it into \( C \) in the best possible way. This process is iterated until the tour \( C \) is composed of all the cities.

In some constrained optimization problems, it may be difficult to generate random solutions that are feasible. In this case, greedy algorithms are an alternative to generate feasible initial solutions.

For some specific real-life operational problems, the initial solution may be initialized (partially or completely) according to expertise or defined as the already implemented solution.

2.1.4 Incremental Evaluation of the Neighborhood

Often, the evaluation of the objective function is the most expensive part of a local search algorithm and more generally for any metaheuristic. A naive exploration of
the neighborhood of a solution \( s \) is a complete evaluation of the objective function for every candidate neighbor \( s' \) of \( N(s) \).

A more efficient way to evaluate the set of candidates is the evaluation \( \Delta(s, m) \) of the objective function when it is possible to compute, where \( s \) is the current solution and \( m \) is the applied move. This is an important issue in terms of efficiency and must be taken into account in the design of an S-metaheuristic. It consists in evaluating only the transformation \( \Delta(s, m) \) applied to a solution \( s \) rather than the complete evaluation of the neighbor solution \( f(s') = f(s \oplus m) \). The definition of such an incremental evaluation and its complexity depends on the neighborhood used over the target optimization problem. It is a straightforward task for some problems and neighborhoods but may be very difficult for other problems and/or neighborhood structures.

**Example 2.9** Incremental evaluation of the objective function. First, let us present an incremental evaluation for the 2-opt operator applied to the TSP. The incremental evaluation can be stated as follows:

\[
\Delta f = c(\pi_i, \pi_j) + c(\pi_{i+1}, \pi_{j+1}) - c(\pi_i, \pi_{i+1}) - c(\pi_j, \pi_{j+1})
\]

Let us consider the clique partitioning problem defined in Example 2.22. For any class \( C \) of the current solution \( s \), \( W(i, \emptyset) = 0 \) and for \( C \neq \emptyset \), \( W(i, C) = \sum_{j \in C, j \neq i} w(i, j) \). The incremental evaluation of the objective function \( f \) in moving a node \( i \) from its class \( C_i \) to another one \( C \) will be \( W(i, C) - W(i, C_i) \). Then, for an improving neighbor, we have \( W(i, C) < W(i, C_i) \). The complexity of finding the best class \( C^* \) for a node \( i \) (i.e., \( W(i, C^*) \) is minimum over all classes \( C \neq C_i \)) is \( O(n) \).

The incremental evaluation function may also be approximated instead of having an exact value (e.g., surrogate functions [777]). This will reduce the computational complexity of the evaluation, but a less accuracy is achieved. This approach may be beneficial for very expensive incremental functions.

### 2.2 FITNESS LANDSCAPE ANALYSIS

The main point of interest in the domain of optimization must not be the design of the best algorithm for all optimization problems but the search for the most adapted algorithm to a given class of problems and/or instances. The question of whether a given optimization algorithm \( A \) is absolutely better than an optimization algorithm \( B \) is senseless. Indeed, the NFL theorem proves that, under certain assumptions, no optimization algorithm is superior to any other on all possible optimization problems; that is, if algorithm \( A \) performs better than \( B \) for a given problem, there is always another problem where \( B \) performs better than \( A \) [823]. No metaheuristic can be uniformly better than any other metaheuristic. The question of superiority of a given algorithm has a sense only in solving a given class of problems and/or instances. Many studies on the analysis of landscapes of different optimization problems have shown that not only different problems correspond to different structures but also
different instances of the same problem correspond to different structures. In fact, no ideal metaheuristic, designed as a black box, may exist.

Example 2.10 Superiority of algorithms and problem classes. A comparison of two optimization methods may be carried out for a given class of problems and/or instances. For instance, there are problems where an evolutionary algorithm does not perform well, namely, on a simple unimodal function and on a random function. In a unimodal continuous function, local search algorithms such as quasi-Newton methods are much faster and efficient. In a random function or needle-in-a-haystack-type landscape (flat everywhere except at a single point), there is no structure that could be learned.

The analysis of landscapes of optimization problems is an important aspect in designing a metaheuristic. The effectiveness of metaheuristics depends on the properties of the landscape (roughness, convexity, etc.) associated with the instance to solve. The study of the landscapes of an optimization problem provides a way of investigating the intrinsic natures and difficulties of its instances to integrate this knowledge about the problem structure in the design of a metaheuristic. The representation, neighborhood, and the objective function define the landscape in a complete manner and then influence on the search efficiency of a metaheuristic. The analysis of the fitness landscape will help to design better representations, neighborhoods, and objective functions. Moreover, the landscape analysis affords a better understanding of the behavior of metaheuristics or any search component of a metaheuristic. One may explain why a given metaheuristic works or fails on a given problem and/or instance.

The notion of landscape has been first described by Wright in 1932 in biology [827]. In biology, the term fitness is derived from the term “survival of the fittest” in natural selection. The fitness corresponds to the relative ability of an organism to survive, to mate successfully, and to reproduce resulting in a new organism [451]. The fitness landscape has been used to study the dynamics of biological systems (species evolution) and understand evolutionary processes that are driven by specific operators such as mutation and crossover. Afterward, this concept has been used to analyze optimization problems [717,718,428].

Definition 2.7 Search space. The search space is defined by a directed graph $G = (S, E)$, where the set of vertices $S$ corresponds to the solutions of the problem that are defined by the representation (encoding) used to solve the problem, and the set of edges $E$ corresponds to the move operators used to generate new solutions (neighborhood in S-metaheuristics).

5The fitness landscape analysis is not specific to S-metaheuristics. The same concepts may be reused in P-metaheuristics.
6Also named the configuration graph or state space.
There is an edge between solutions \( s_i \) and \( s_j \) if the solution \( s_j \) can be generated from the solution \( s_i \) using a move operator; that is, \( s_i \) and \( s_j \) are neighbors. Let us notice that using different neighboring relations generates different search spaces and landscapes and then produces, for instance, different numbers of local optima.

**Definition 2.8 Fitness landscape.** The fitness landscape \( l \) may be defined by the tuple \((G, f)\), where the graph \( G \) represents the search space and \( f \) represents the objective function that guides the search.

A convenient way to describe a landscape consists in using some geographical terms. Then, considering the search space as the ground floor, we elevate each solution to an altitude equal to its quality. We obtain a landscape made of valleys, plains, peaks, canyon, cliffs, plateaus, basins, and so on (see Table 2.1). A S-metaheuristic may be seen as a trajectory or a walk in the landscape to find the lowest peak. Two successive solutions are always neighbors. The geographical metaphor provides a useful tool to represent the landscapes in one, two, or three dimensions. The problem lies in the difficulty to have a realistic view of the landscape for high-dimensional problems.

**Example 2.11 NK-model for landscapes.** The NK-model for landscapes, proposed by Kauffman [452], defines a class of fitness landscapes that can be configured using two parameters \( N \) and \( K \). The parameter \( N \) represents the dimension of the problem and the parameter \( K \) the degree of epistatic interactions between the decision variables of the fitness function. Each solution of the search space is supposed to be

<table>
<thead>
<tr>
<th>Flat, plain</th>
<th>Basin, valley</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rugged plain</td>
<td>Rugged valley</td>
</tr>
</tbody>
</table>
a binary vector of size \(N\). Then, the search space may be viewed as an \(N\)-dimensional hypercube. The fitness function associated with a solution \(x = (x_1, x_2, \ldots, x_N)\) is defined as follows:

\[
f(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x_i, x_{i1}, x_{i2}, \ldots, x_{ik})
\]

where the function \(f_i\) of the decision variable \(i\) depends on its value \(x_i\) and the values of \(k\) on other decision variables \(x_{i1}, x_{i2}, \ldots, x_{ik}\). The decision variables \(x_{i1}, x_{i2}, \ldots, x_{ik}\) are selected randomly from \([1, \ldots, N]\). For the \(2^{K+1}\) different inputs, the function \(f_i\) assigns a uniformly distributed random number between 0 and 1.

For \(K = 0\), the landscape has only one local optimal solution (i.e., global optimal), while for \(K = N - 1\), the expected number of local optima is \((2^N / N + 1)\).

Furthermore, to be able to analyze the fitness landscape an important property has to be verified: connexity of the search space; that is, the landscape has to be connected. In other words, there exists a path in the search space graph \(G\) between any pair of vertices.

**Example 2.12 Connextivity of the search space.** One of the most important properties of the search space \(G\) is its connexity. For any two solutions \(s_i\) and \(s_j\) (nodes of \(G\)), there should be a path from \(s_i\) to \(s_j\). Hence, for any initial solution \(s_i\) there will be a path from \(s_i\) to the global optimal solution \(s^*\).

Let us consider the quadratic assignment problem defined in Exercise 2.9. A solution is encoded by a permutation, and the neighborhood is based on the swapping between two elements. The search space (graph \(G\)) associated with this representation and neighborhood is connected. In fact, given any couple of permutations, there is always a path in \(G\) linking one permutation to another. Moreover, any swapping applied to any permutation of \(S\) always leads to an element of \(S\). But, some search spaces do not offer those good properties.

Let us consider the graph coloring problem. For a given graph \(H = (W, F)\), a solution is represented by a discrete vector of size \(|W|\) that associates with each node of the graph its color. Each solution is a feasible coloring. The neighborhood \(N(s)\) is defined as follows: the set of feasible neighboring solutions is obtained from the solution \(s\) by changing the color of one node. This neighborhood does not satisfy the connexity property for the induced search space. Figure 2.18 shows how the optimal coloring \(s^*\) cannot be reached from the initial solution \(s_1\). Suppose that the maximal number of colors to be used is equal to 3. This example also illustrates that visiting infeasible solutions may help enhance the performance of a metaheuristic.

### 2.2.1 Distances in the Search Space

To analyze the landscape associated with a given problem, one needs to define a distance in the graph \(G\) representing the search space. In fact, the distance will define
the spatial structure of the landscape. The concept of distance may also be useful in the design of some search mechanisms such as diversification and intensification procedures (e.g., path relinking, diversity measure).

Let \( d(s_i, s_j) \) be the distance between solutions \( s_i \) and \( s_j \) in the search space. It is defined as the length of the shortest path in the graph \( G \); that is, the minimum number of application of the move operator to obtain the solution \( s_j \) from the solution \( s_i \). In topology, a distance must have the following properties:

**Definition 2.9** Let \( E \) be a set, a distance on \( E \) is any mapping: \( d : E \times E \rightarrow \mathbb{R}^+ \), such that

- \( d(x, y) = 0 \) if and only if \( x = y \) (separative property);
- \( \forall x, y \in E \times E : d(x, y) = d(y, x) \) (symmetrical property);
- \( \forall x, y, z \in E \times E \times E : d(x, y) + d(y, z) \geq d(x, z) \) (triangular property).

**Example 2.13** Distances in some usual search spaces. In search spaces using binary representations and the flip move operator, the Hamming distance may be used:

\[
d_{\text{Ham}}(x, y) = \sum_{i=1}^{n} x_i \oplus y_i
\]

It represents the number of different bit values between the two solutions. For a problem of size \( n \), the size of the search space is \( 2^n \) and its diameter is equal to \( n \).
In search spaces using permutation representations and the exchange move operator, the cardinality of the space is $n!$ and the maximum distance between two permutations is $n - 1$.

As the distance is associated with the landscape of the problem, it must be coherent, that is, related to the search operators (neighborhood) used to solve the problem.

**Example 2.14 Coherent distance.** For the TSP problem, a merely intuitive distance $\delta(t_1, t_2)$ between two solutions $t_1$ and $t_2$ is related to the number of edges shared by both tours $t_1$ and $t_2$ [465]. Obviously, we have $0 \leq \delta(t_1, t_2) \leq n$, where $n$ is the number of cities. Let us consider a S-metaheuristic that uses the 2-opt neighborhood. The main drawback of using the distance $\delta$ is that it is not related to the move operator 2-opt used in the optimization algorithm. For instance, if the 2-opt move is applied twice on a given solution, the generated solution may have 0, 3, or 4 edges not contained in the initial solution. Then, the coherent distance to use is $\Delta_{2-opt}(t_1, t_2)$ that denotes the minimum number of applications of the 2-opt move to obtain $t_2$ from $t_1$ [84]. However, there exists no polynomial algorithm to compute such a distance. This is why the distance dealing with the edges is always used in practice.

In some optimization problems and/or neighborhoods, computing a distance between solutions may be a complex task in terms of time complexity. Hence, for some problems computing the distance is an NP-complete problem or high-order polynomial problem.

### 2.2.2 Landscape Properties

Many indicators may be used to identify the fitness landscape properties: number of local optima, distribution of the local optima, ruggedness, structures of basins of attraction, presence of plateaus (neutral networks), distribution of the fitness (mean, variance), and so on. Most of them are based on statistical studies. Two types of indicators may be distinguished:

- **Global indicators:** Global approaches provide informations about the structure of the entire landscape [428,525,812]. They determine the structure of the landscape using the whole search space or its approximation. However, in optimization, the goal is to track “good” solutions. These good solutions represent a tiny part of the search space. Hence, the global approach is not sufficient to characterize a fitness landscape to be explored by a metaheuristic. Metaheuristics focus on good solutions that are handled as ordinary points by the global approach.

- **Local indicators:** The local approach consists in characterizing a local view of the landscape as explored by a metaheuristic. Indeed, metaheuristics have a
local view of the landscape, following some trajectories in the landscape and focusing on good solutions. Then it would be interesting to describe those good solutions and the regions where they are localized. The global approach does not answer those questions in the sense that it gives an average information on a large number of solutions that are not concerned with metaheuristics.

The two approaches are complementary. For instance, the local view of a landscape may be obtained by its exploration using a simple local search algorithm (steepest descent). During the search, the metaheuristic algorithm is used as a probe to extract some indicators that will characterize the landscape.

Example 2.15 Number of local optima. For some landscapes, the number of local optima may be computed theoretically or by enumeration. Let us consider the landscape of the number partitioning problem (see Example 1.15) where the neighborhood consists in moving a number $a_i$ belonging to a partition $S_1$ to the other partition $S_2$. The number of local optima in this landscape is

$$\sqrt{\frac{24}{\pi} \frac{2^n}{n^2}} \approx 2.764 \frac{2^n}{n^2}$$

Notice that the size of the search space is $2^n$. Thus, the number of local optima solutions is very large compared to the size of the search space. Indeed, the ratio of the local optima to the size of the search space is in the order of $O(n^{-1.5})$. Another representation or neighborhood must be designed for this problem to reduce the number of local optima.

In general, two different statistical measures are applied: distribution measures that study the topology of local optima solutions and the correlation measures that analyze the rugosity of the landscape and the correlation between the quality of solutions and their relative distance. In the rest of this section, the most important and commonly used indicators are outlined for each class.

2.2.2.1 Distribution Measures The objective of the distribution measures is the distribution analysis of the local optimal solutions in the landscape projected both in the search space $G$ and in the objective space $f$. The commonly used measures are

- **Distribution in the search space:** For a population $P$, let us define the average distance $d_{mm}(P)$ and the normalized average distance $D_{mm}(P)$:

$$d_{mm}(P) = \frac{\sum_{s \in P} \sum_{t \in P, t \neq s} \text{dist}(s, t)}{|P| \cdot (|P| - 1)}$$

$$D_{mm}(P) = \frac{d_{mm}(P)}{\text{diam}(S)}$$
The diameter of a population $P$ of $S$ is the maximal distance between elements of $P$:

$$\text{diam}(P) = \max_{s,t \in P} \text{dist}(s, t)$$

The normalized average distance characterizes the concentration of the population $P$ in the search space. Notably, a weak distance indicates that the solutions belonging to the population $P$ are clustered in a small region of the search space.

The indicator $\Delta_{\text{Dmm}} = (\text{Dmm}(U) - \text{Dmm}(O))/\text{Dmm}(U)$ represents the variation of the average distance between a uniform population $U$ and a population of local optimal solutions $O$. The cardinality of the set $O$ is chosen according to the complexity of the local search algorithm (e.g., $10^3 \leq |O| \leq 10^4$).

- **Entropy in the search space:** The entropy concept in information theory is related to the notion of diversity in optimization. It allows to measure the diversity of a given population in the search space. According to a given optimization problem, different mathematical formulations of the entropy can be applied to measure the dispersion of the population elements over the search space. A weak entropy reveals a concentration of solutions, whereas a high entropy shows an important dispersion of the solutions in the search space.

**Example 2.16 Entropy for the quadratic assignment problem.** For the quadratic assignment problem, the entropy may be based on the mapping of the objects over the different locations [269]:

$$\text{ent}(P) = -\frac{1}{n \log n} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \frac{n_{ij}}{\text{card } P} \log \frac{n_{ij}}{\text{card } P} \right) \quad 0 \leq \text{ent}(P) \leq 1$$

where $n_{ij}$ is the number of times an object $i$ is assigned to location $j$ in the population $P$.

The indicator $\Delta_{\text{ent}} = \text{ent}(U) - \text{ent}(O)/\text{ent}(U)$ represents the entropy variation between the starting population $U$ and the final population of local optima $O$ obtained after performing a local search algorithm on each solution of the population.

To evaluate the scatter of the solutions yielded by a metaheuristic (e.g., local search), a focus must be made on both their entropy and their distribution. The entropy gives an information about the scatter of the solutions but do not give information about the granularity of the concentrations. In fact, scattered concentrations or a single concentration may have the same low entropy. The mean distance gives a complementary information; it measures the concentration of the distribution (in a single region). In the analysis of the scatter of the local optima, the variations of the entropy and the mean distance between the initial population $U$ and the final population $O$ may be observed. Table 2.2 illustrates the fitness landscape structure according to the variation of the distance and the entropy.
TABLE 2.2 Use of the Entropy Variation and the Distance Variation to Analyze the Distribution of the Local Optima

| Entropy $\Delta_{\text{Ent}}$ | Low variation | High variation | High variation |
| Distribution $\Delta_{\text{Ddist}}$ | Low variation | Low variation | High variation |
| Landscape | Uniform | Multimassif | One-Massif |

A mathematical relationship between distribution-based measures and entropy-based measures shows that a low entropy is also a low distribution, but not vice versa [581]

• **Distribution in the objective space:** Many indicators can be used to analyze the distribution of solutions in the objective space. The amplitude $\text{Amp}(P)$ of an arbitrary population $P$ of solutions is the relative difference between the best quality of the population $P$ and the worst one:

$$\text{Amp}(P) = \frac{|P| \cdot (\max_{s \in P} f(s) - \min_{s \in P} f(s))}{\sum_{s \in P} f(s)}$$

The relative variation of the amplitude $\Delta_{\text{Amp}}$ between a starting random population $U$ and the final population $O$ is given by

$$\Delta_{\text{Amp}} = \frac{\text{Amp}(U) - \text{Amp}(O)}{\text{Amp}(U)}$$

The average $\text{Gap}(O)$ of the relative gaps between the costs of the population $O$ of local optima and the global optimal solution (or the best known solution) $s^*$

$$\text{Gap}(O) = \frac{\sum_{s \in O} (f(s) - f(s^*))}{|O| \cdot f(s^*)}$$

A reduced gap indicates that the problem is relatively "easy" to solve.

**2.2.2.2 Correlation Measures** The objective of correlation measures is to estimate the ruggedness of the landscape along with the correlation between the quality of solutions and their distance to a global optimal solution. The landscape is described as rough (unsmooth) if it contains many local optimal solutions and is characterized by a low correlation between neighboring solutions. Many correlation indicators may be used:


- **Length of the walks:** The average length $L_{mm}(P)$ of the descent walks relative to the population $P$ can be defined as

$$L_{mm}(P) = \frac{\sum_{p \in P} l(p)}{|P|}$$

in which $l(p)$ is the length of the walk starting with the solution $p \in P$. In an intuitive way, the length of the walk gives some information about the ruggedness of the landscape. In a rugged landscape, the optima are numerous and the walks are short, whereas in a smooth landscape the number of optima is smaller and the walks are longer.

- **Autocorrelation function:** The autocorrelation function measures the ruggedness of a landscape, and the autocorrelation function proposed by Weinberger may be used [812]. The autocorrelation function $\rho(d)$ measures the correlation of solutions in the search space with distance $d$. It is approximated by using a large sample of solution pairs ($n$ solutions with distance $d$):

$$\rho(d) = \frac{\sum_{s \in S, t \in S, \text{dist}(s,t)=d} (f(s) - \bar{f})(f(t) - \bar{f})}{n \sigma_f^2}$$

This function corresponds to the usual understanding of the landscape ruggedness. The autocorrelation function provides a measure of the influence of the distance $d$ on the variation of the fitnesses of solutions. The measure belongs to the interval $[-1, 1]$. The closer is the absolute value to 1, the larger is the correlation between the solutions.

The autocorrelation function $\rho(1)$ considers only neighboring solutions ($d = 1$). A low value ($\rho(1) \approx 0$) indicates that the variation of fitness between two neighbors is equal on average to the variation between any two solutions, so the landscape is rugged. On the contrary, a high value ($\rho(1) \approx 1$) indicates that two neighbors have a similar fitness value when both solutions are distant, and hence the landscape is smoother.

Another approach to approximate the autocorrelation function consists in analyzing the degree of correlation between solutions of distance $s$ of the landscape by performing a random walk $\langle f(x_t) \rangle$ of size $m$. The random walk correlation function is defined as [812]

$$r(s) \approx \frac{1}{\sigma_f^2 (m-s)} \sum_{t=1}^{m-s} (f(x_t) - \bar{f})(f(x_{t+s}) - \bar{f})$$

The idea is to generate a random walk in the search space via neighboring solutions. At each step, the fitness of the encountered solution is recorded. In this way, a time series of fitnesses $f_1, f_2, \ldots, f_n$ is generated.

Based on the autocorrelation function, the correlation length is the largest time lag (distance) for which the correlation between two solutions is statistically significant [719]. In other words, the correlation length measures the distance or
time lag $m$ between two configurations, at which the values of one configuration can still provide some information about the expected value of the other. Thus, the larger the correlation length is, the flatter and smoother the landscape is. The search in a smooth landscape is more easy. The smaller is the correlation length, the more rugged is the associated landscape and harder is the search.

The correlation length can be defined as

$$l = \frac{1}{\ln(|r(1)|)} = -\frac{1}{\ln(|\rho(1)|)}$$

This value can be normalized in the interval [0, 1] by using the diameter of the landscape

$$\xi = \frac{l}{\text{diam}(G)}$$

Higher the correlation is, closer the normalized correlation length is to 1. There is no correlation if the normalized correlation $\xi$ is close to 0. In a rough landscape, the correlation length of an iterative random walk is low, and the length of an iterated local search $L_{mm}(U)$ is low compared to the diameter of the search space. $L_{mm}(U)$ is the average length of iterated local searches performed from the initial population $U$. For an arbitrary population $P$ of solutions

$$L_{mm}(P) = 100 \times \frac{L_{mm}(P)}{n}$$

where $L_{mm}(P)$ is the average of the length of local searches starting from the solutions of the population $P$.

A random walk in the landscape can be viewed as a time series. Once the time series of the fitnesses is obtained, a model can be built using the Box–Jenkins approach, and thus we can make forecast about future values or simulate process as the one that generated the original data [89]. An important assumption must be made here: the landscape has to be statistically isotropic; that is, the time series of the fitnesses forms a stationary random process. This means that the random walk is “representative” of the entire landscape, and thus the correlation structure of the time series can be regarded as the correlation structure of the whole landscape. For instance, one can find an ARMA\(^7\) model that adequately represents the data generating process [387]. A search walk following an AR(1) model is in the form

$$y_t = c + \alpha_1 y_{t-1} + \epsilon_t$$

\(^7\)The notation ARMA($p$, $q$) refers to the model with $p$ autoregressive terms and $q$ moving average terms:

$$y_t = \epsilon_t + \sum_{i=1}^{p} \alpha_i y_{t-i} + \sum_{j=1}^{q} \theta_j \epsilon_{t-j}.$$
This correlation structure given by the time series analysis implies that the fitness at a particular step in a random walk generated on this landscape totally depends on the fitness one step earlier. Knowing the fitness two steps earlier does not give any extra information on the expected value of fitness at the current step. Furthermore, the value of the parameter $\alpha_1$ is the correlation coefficient between the fitness of two points one step apart in a random walk. Hence, for an AR(1) model, $r(d) = r(1)^d = e^{-d/l}$ where $l$ is the correlation length. Table 2.3 shows some correlation lengths for different optimization problems. Those results have been obtained theoretically and confirmed experimentally [542,718].

The autocorrelation coefficient (or ruggedness) is a normalized measure of the autocorrelation function [29,30]:

$$\xi = \frac{1}{1 - \rho(1)}$$

This measure is based on the autocorrelation function of neighboring solutions $\rho(1)$. It evaluates globally the homogeneousness of the quality of the neighborhood. The larger the correlation, the flatter the landscape.

- **Fitness distance correlation:** Fitness distance correlation analysis measures how much the fitness of a solution correlates with the distance to the global optimum. The relationship between the fitness and the distance to a global optimum will have a strong effect on search difficulty [428,429]. To perform the fitness distance analysis, we need a sample of fitness values $F = \{f_1, f_2, \ldots, f_n\}$ and the corresponding set of distances to the global optimum $D = \{d_1, d_2, \ldots, d_n\}$. The correlation coefficient is given by

$$r = \frac{\text{cov}(F, D)}{\sigma_F \sigma_D}$$

### Table 2.3 Correlation Lengths for Some Optimization Problems and Landscapes.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Move</th>
<th>Diameter</th>
<th>Neighborhood Size</th>
<th>Correlation Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSP</td>
<td>2-opt</td>
<td>$n - 1$</td>
<td>$\frac{n(n - 1)}{2}$</td>
<td>$\frac{n}{2}$</td>
</tr>
<tr>
<td></td>
<td>Swap</td>
<td>$n - 1$</td>
<td>$\frac{n(n - 1)}{2}$</td>
<td>$n$</td>
</tr>
<tr>
<td>QAP</td>
<td>Swap</td>
<td>$n - 1$</td>
<td>$\frac{n(n - 1)}{2}$</td>
<td>$\approx \frac{n}{3}$</td>
</tr>
<tr>
<td>GBP</td>
<td>Swap</td>
<td>$\frac{n}{2}$</td>
<td>$\frac{n(n - 1)}{2}$</td>
<td>$\approx \frac{n}{8}$</td>
</tr>
<tr>
<td></td>
<td>Flip</td>
<td>$n$</td>
<td>$n - 1$</td>
<td>$\approx \frac{n}{4}$</td>
</tr>
<tr>
<td>NK-model</td>
<td>Flip</td>
<td>$n$</td>
<td>$n - 1$</td>
<td>$\frac{n}{k + 1}$</td>
</tr>
</tbody>
</table>

TSP (Traveling Salesman Problem), QAP (Quadratic Assignment Problem), GBP (Graph Bipartitioning Problem), and NK-Model for Landscapes [542,718,719].
where

\[ \text{cov}(F, D) = \frac{1}{n} \sum_{i=1}^{n} (f_i - \bar{f})(d_i - \bar{d}) \]

\( \bar{f} \) and \( \sigma_f \) represent the covariance and the standard deviation, respectively.

FDC is founded on the following conjectures:

- **Straightforward**: Large positive correlations indicate that the problem is relatively easy to solve since as the fitness decreases, the distance to the global optimum also decreases. The existence of a search path in the landscape with improving fitnesses toward the global optimum seems likely.

- **Misleading**: Large negative correlations indicate that the problem is “misleading” and the move operator will guide the search away from the global optimum. A solution can be very close to the global optimal solution and has a poor quality.

- **Difficult**: Near-zero correlations indicate that there is no correlation between fitness and distance.

A better way to analyze the FDC is to use the fitness distance plot that plots the fitness of the solutions against their distance to the global optimal solution (Fig. 2.19). In the case of the presence of many global optima in the problem, the computation of the distance takes the nearest global optimum. One major limitation of the FDC analysis for real-life problems is that its computation requires the knowledge of the global optima. This is not realistic for many optimization problems. In that case, the best known solution may be selected to represent the global optimum. Other critical potential limitations are the

![FITNESS LANDSCAPE ANALYSIS](image)

**FIGURE 2.19** Using the FDC analysis, the figure shows the fitness distance plot of the instance \textit{att48} of the TSP using the 2-opt and the city-swap neighborhood structures. The left figure for the 2-opt shows a high FDC (0.94) and the right figure shows a less important FDC for the city-swap operator (0.86). For the problem instance \textit{tsp225}, the FDC is 0.99 for the 2-opt and 0.61 for the city swap.

\[^8\text{Empirical experiments propose an interval } [-0.15, 0.15].\]
generation of $k$-distant solutions and the computation of the distance between solutions.

**Example 2.17 Landscape and neighborhoods.** This example illustrates the importance of avoiding rugged multivalleys in a landscape. Let us consider the symmetric Euclidean TSP (2D or 3D) and analyze the landscape associated with two different neighborhoods: the city swap that consists in swapping two cities and the 2-opt that replaces two edges. The landscape associated with the 2-opt may be viewed as a “massif central,” that is, a big deep valley where the local optimal solutions are gathered around the global optimal solution (low average distance to the global optimal solution and low entropy of the population of local optimal solutions) [750]. Indeed, the local optimal solutions are clustered in a reduced region of the search space; the distance between any local optima $s_i$ and the global optimal solution $s^*$ is reduced ($\delta(s_i, s^*) \leq n/3$, where $n$ is the input size). The local optimal solutions share over 60% of their edges. Many studies reach the same conclusion [83, 465]. One can reuse this knowledge to design an efficient hybrid metaheuristic [275]. In the 2-opt landscape, a simple local search algorithm allows to obtain relatively good results ($\text{Gap}(O) \leq 10\%$) [750].

This “massif central” structure is diluted when using the city-swap operator, which gives worst local optima compared to the 2-opt operator. The landscape associated with the city-swap operator has a rugged multivalley structure. The local optima are as uniform as random solutions. Moreover, the FDC coefficient and the correlation length are more important for the 2-opt landscape than the city-swap landscape for all instances of the TSPlib [646]. For the 2-opt operator, the FDC correlation is closer to 1; that is, more the solution is closer to the global optimal solution, better is the quality of the solution (Fig. 2.19).

Other measures may be used to characterize the difficulty of problems:

- **Deception:** Deception defines the presence of local optima that attract the metaheuristic away from the global optimum. Some difficult deceptive problems have been constructed for genetic algorithms [327, 629].

- **Epistasis:** Epistasis is defined by the interactions of decision variables (solution components). In other words, the epistasis defines the amount of nonlinearity in the problem. A high epistasis is characterized by a high degree of interaction between the different decision variables of the problem. The more rugged is the landscape, the higher is the epistasis [180]. Following the NK-model of landscape, the larger is the value $K$, the more important is the epistasis of the problem.

- **Multimodality:** It defines the number of local optima in the search space.

- **Neutrality:** It defines the flatness of the landscape, that is, the existence of plateaus: regions with equal fitness.

- **Fractal:** When the variance of the difference in the fitness between two solutions of the search space scales as a power law with their distance from each other,

---

9Referred also as “big valley” structure.
the landscape is a fractal; that is,

\[ \langle \| f(s) - f(t) \|^2 \rangle \propto d(s, t)^{2h} \]

where \( s \) and \( t \) represent any solutions of the search space \( s \) and \( t \) \( (s / t) \) [813].

From a pragmatic point of view, the landscape of an easy instance is a valley (see Table 2.1); on the contrary, the landscape of a difficult instance is a rugged plain. Indeed, the metaheuristic methods easily manage to discover the bottom of a valley, and it is then enough to intensify the search in this area. With regard to the flat and rugged landscapes, there are a lot of places of good quality, but the latter are very dispersed and reaching the best is difficult; one can diversify much, but it is not sufficient for great spaces. For an intermediate landscape, the search algorithms should balance the intensification and the diversification, but this task is uneasy. According to this assumption, a promising approach consists in modifying the structure of the landscape to make it easier, that is, composed of a few deep valleys. The landscape can be modified by changing the neighborhood operator or the objective function.

**Example 2.18 Landscape and instances structure.** Let us consider the landscape analysis of the quadratic assignment problem where a known standard library exist: the QAPlib [96]. The landscape analysis shows that following the length of walks and the distribution of the local optima (entropy and distance), three different classes of instances may be defined (Fig. 2.20) [42,542]:

- **Nonstructured Landscape:** The instances of this type (type I) are almost all of a random uniform nature. The local optima are very scattered over the search space; the range of their quality is small and their average cost is rather good. So, a local search heuristic will “see” a flat rugged landscape with a good quality of solutions. In such a nonstructured landscape in which all regions have more or less the same quality, a local search will find quickly a good solution.

- **“Massif central”:** This class (type II) includes only real or pseudoreal instances. It is characterized by a longer length of walks and a more clustered local optima (small entropy, small diameter), constituting a small number of concentrated “massifs.” The landscape is composed of few deep valleys, where the best solutions are localized. In this landscape, an effective local search, such as tabu search, easily finds a promising valley and then exploits it.

- **“Multimassif”:** This class (type III) comprises only large instances. The landscape contains multiple valleys more or less deep, in which the local optima are gathered (small entropy, medium diameter). For more efficiency, a metaheuristic has to both exploit the bottom of the valleys and explore the search space enough to ensure that the best valleys will be exploited. In fact, the exploitation of the bottom of a deep valley (as done by tabu search, for instance) is not needed if this valley is not the best one. However, the main difficulty in designing a metaheuristic is to
balance the exploitation of valleys and the exploration of multiple valleys. As a result, the instances of type III are really more difficult to solve by a local search algorithm.

Example 2.19 Landscape and infeasible solutions. Let us consider the graph bi-partitioning problem. Given an undirected graph $G = (V, E)$, the problem is to find a partition of the nodes in two equally sized groups $G_1$ and $G_2$, which minimizes the number of edges between nodes of different groups:

$$\text{Min}(|e(G_1, G_2)|)$$

where $e(G_1, G_2) = \{(i, j) \in E/i \in G_1, j \in G_2\}$. A straightforward encoding is the binary representation in which each node of the graph is assigned to a group. Let us consider two move operators:

- Exchange operator that consists in swapping the position of a pair of nodes of the graph.
- Flip operator that consists in changing the location of a single node. This move operator may generate infeasible solutions. The search space is much larger than the first one. A penalty function is then integrated in the objective function [29].
The landscape analysis of the GBP shows that the landscape associated with the flip operator presents a higher correlation length and is more smoother than the exchange operator landscape [29]. Hence, the local search heuristic shows a better effectiveness in the flip landscape. This example illustrates that enlarging the search space to infeasible solutions may be more efficient.

2.2.3 Breaking Plateaus in a Flat Landscape

Many optimization problems are characterized by a flat landscape in which there are many plateaus (i.e., many neighbors are equally fitted). The plateaus are tediously crossed by metaheuristics. Indeed, no information will guide the search toward better regions. Hence, it is important to break the plateaus of a landscape to make the optimization problem more easy to solve.

One such strategy consists in changing the objective function. The objective function is generally defined rather straightforward in problem solving: it is simply the value of the utility function to optimize. For some problems, embedding more information in the objective function leads to a significant improvement in the quality of the solutions that are reached.

Definition 2.10 Plateau. Given a point \( s \) in the search space \( S \) and a value \( v \) taken in the range of values of the criterion \( f \). Given \( N(s) \), the set of points \( s' \) in the neighborhood of the solution \( s \). Considering \( X \) a subset of \( N(s) \) defined by \( s'' \in X \) iff \( f(s'') = v \), \( X \) is a plateau iff it contains at least two elements (i.e., \(|X| \geq 2\)).

When the landscape is composed of several plateaus, the main objective function of the problem is not sufficient to discriminate neighbors of the current point. On each plateau, a metaheuristic has difficulties to be guided in the neighborhood of the current solution. In this situation, using other information to break those plateaus and guide the search can be useful.

A secondary criterion \( f' \) is useful if it can discriminate points that have the same value for the main criterion \( f \) and is correlated with the main objective of the problem. The “discrimination power” is thus an important characteristic of a criterion.

Definition 2.11 Discrimination power. Let \( \Phi \neq (f') \) be the number of different values that are taken by the criterion \( f' \) on a plateau of the main criterion \( f \). The discrimination power of the criterion \( f' \), \( \phi \neq (f') \), is the average number of \( \Phi \neq (f') \) on a set of solutions.

A discrimination criterion \( f' \) such that \( \phi \neq (f') \approx 1 \) is not a good criterion since, on average, there is only one value of \( f' \) on each plateau of \( f \). This means that \( f' \) cannot be used to guide the metaheuristic on the plateaus of \( f \).

The new objective function can be defined as

\[
f''(x) = k_1 \times f(x) + f'(x)
\]

\(^{10}\) Also referred as neutral.
where $f$ is the main objective function of the problem, $f'$ is the discrimination criterion, and $k_1$ is an upper bound for $f'(x)$ over all solutions of the search space. One needs to define the upper bound for the constant $k_1$ so that the main objective remains the most important.

Using extra information would help discriminate the solutions with the same value in the objective space but with a different value with regard to the decision space (search space). Generally, this approach does not require any additional work except the implementation of the discrimination criterion. The computational cost of the integrated secondary objectives must be taken into account. Obviously, this depends on the kind of onside properties that are used and the cost to compute them. Another application of this approach in P-metaheuristics would be to maintain the diversity of the population, a key point of a good search in P-metaheuristics.

Many real-life and academic optimization problems are characterized by plateaus in their landscape: scheduling problems using the makespan as the objective [232], satisfiability (SAT) problems using the number of nonsatisfied clauses as the objective [432], graph coloring problem using the number of colors as the objective, and so on.

Example 2.20 Breaking the plateaus of the job-shop scheduling problem. Let us consider here the job-shop scheduling problem presented in Example 1.33. The landscape of the problem using the makespan objective has many plateaus [232]. In addition to the discrimination power of a criterion, the correlation with the main objective must also be taken into account. Two secondary criteria may be integrated into the objective function $f$: $H_2$, and $C_{op}$. $H_2(x)$ can be defined as [374]

$$H_2(x) = \sum_{m=1}^{M} E_m^2(x)$$

where $E_m(x)$ is the completion time of the last operation performed on machine $m$ according to the schedule $x$. $C_{op}(x)$ represents the number of critical operations of the schedule $x$. A critical operation is one that, if delayed, would increase the makespan of the schedule if reordering the operations is not allowed. It is commonly held that the less critical operations a schedule contains, the better the schedule is.

The new objective function can be defined as

$$f'(x) = k_1 \times k_2 \times C_{max}(x) + k_2 \times H_2(x) + C_{op}(x)$$

where $C_{max}$ is the makespan, which is the main objective function of the problem

$$C_{max}(x) = \max_{1 \leq m \leq M} \{ E_m(x) \}$$

$k_1$ is an upper bound for $H_2(x)$ over all the possible busy schedules, and $k_2$ is an upper bound for the criterion $C_{op}(x)$ over all possible schedules. We need to define the upper bounds for the constants $k_1$ and $k_2$ so that the makespan remains the main

---

11 A schedule $x$ is a busy schedule if for each time slot $t$, where $0 \leq t \leq C_{max}(x)$, there is at least one operation running on a machine.
criterion. $k_1$ may be equal to $M \times D^2$, where $D$ is the sum of the durations of all the operations of the instance. It is easy to see that the makespan of busy schedules is always smaller than this value. $k_2$ may be equal to $J \times M$, as there are $J \times M$ operations in the problem, so that there are no more than $J \times M$ critical operations.

Using the same metaheuristics, the new objective function $f'$ provides better results in terms of the quality of the local optima that are found [232]. For this problem, this approach does not require a lot of implementation work and the computational cost is low.

The landscape analysis has some limitations. For instance, some measures require data that are difficult to obtain for complex real-life problems: global optimal solutions, number of local optima, distance definition, all solutions of distance $d$, and so on. However, approximations may be used to deal with those difficulties. As those approximations may lead to incorrect predictions, careful analysis must be carried out from those data [27,575]. Landscape analysis remains an interesting, valuable, and unavoidable tool for the analysis of the different search components of metaheuristics in solving complex optimization problems. The use of a set of different indicators is encouraged, rather than a single magic wand, to analyze the landscape of a problem and its difficulty.

### 2.3 LOCAL SEARCH

Local search$^{12}$ is likely the oldest and simplest metaheuristic method [3,598]. It starts at a given initial solution. At each iteration, the heuristic replaces the current solution by a neighbor that improves the objective function (Fig. 2.21). The search

![Local Search Process](image)

**FIGURE 2.21** Local search process using a binary representation of solutions, a flip move operator, and the best neighbor selection strategy. The objective function to maximize is $x^3 - 60x^2 + 900x$. The global optimal solution is $f(01010) = f(10) = 4000$, while the final local optima found is $s = (10000)$, starting from the solution $s_0 = (10001)$.

$^{12}$Also referred as hill climbing, descent, iterative improvement, and so on. In some literature, local search also refers to general S-metaheuristics.
stops when all candidate neighbors are worse than the current solution, meaning a local optimum is reached. For large neighborhoods, the candidate solutions may be a subset of the neighborhood. The main objective of this restricted neighborhood strategy is to speed up the search. Variants of LS may be distinguished according to the order in which the neighboring solutions are generated (deterministic/stochastic) and the selection strategy (selection of the neighboring solution) (Fig. 2.22).

LS may be seen as a descent walk in the graph representing the search space. This graph may be defined by $G = (S, V)$, where $S$ represents the set of all feasible solutions of the search space and $V$ represents the neighborhood relation. In the graph $G$, an edge $(i, j)$ will connect to any neighboring solutions $s_i$ and $s_j$. For a given solution $s$, the number of associated edges will be $|N(s)|$ (number of neighbors). Algorithm 2.2 illustrates the template of a local search algorithm.

Algorithm 2.2 Template of a local search algorithm.

```
s = s_0; /* Generate an initial solution s_0 */
While not Termination_Criterion Do
    Generate (N(s)); /* Generation of candidate neighbors */
    If there is no better neighbor Then Stop ;
    s = s' ; /* Select a better neighbor s' \in N(s) */
Endwhile
Output Final solution found (local optima).
```

From an initial solution $s_0$, the algorithm will generate a sequence $s_1, s_2, \ldots, s_k$ of solutions with the following characteristics (Fig. 1.32):

- The size of the sequence $k$ is unknown a priori.
- $s_{i+1} \in N(s_i), \forall i \in [0, k - 1]$. 

**FIGURE 2.22** Local search (steepest descent) behavior in a given landscape.
• \( f(s_{i+1}) < f(s_i), \forall i \in [0, k - 1] \)\(^{13}\)

• \( s_k \) is a local optimum: \( f(s_k) \leq f(s), \forall s \in N(s_k) \).

In addition to the definition of the initial solution and the neighborhood, designing a local search algorithm has to address the selection strategy of the neighbor that will determine the next current solution.

### 2.3.1 Selection of the Neighbor

Many strategies can be applied in the selection of a better neighbor (Fig. 2.23):

- **Best improvement (steepest descent):** In this strategy, the best neighbor (i.e., neighbor that improves the most the cost function) is selected. The neighborhood is evaluated in a fully deterministic manner. Hence, the exploration of the neighborhood is *exhaustive*, and all possible moves are tried for a solution to select the best neighboring solution. This type of exploration may be time-consuming for large neighborhoods.

- **First improvement:** This strategy consists in choosing the first improving neighbor that is better than the current solution. Then, an improving neighbor is immediately selected to replace the current solution. This strategy involves a partial evaluation of the neighborhood. In a *cyclic* exploration, the neighborhood is evaluated in a deterministic way following a given order of generating the neighbors. In the worst case (i.e., when no improvement is found), a complete evaluation of the neighborhood is performed.

- **Random selection:** In this strategy, a random selection is applied to those neighbors improving the current solution.

A compromise in terms of quality of solutions and search time may consist in using the first improvement strategy when the initial solution is randomly generated

\^[13]The problem is supposed to be a minimization problem.
and the best improvement strategy when the initial solution is generated using a greedy procedure. In practice, on many applications, it has been observed that the first improving strategy leads to the same quality of solutions as the best improving strategy while using a smaller computational time. Moreover, the probability of premature convergence to a local optima is less important in the first improvement strategy.

Example 2.21 Exhaustive versus cyclic exploration. Let us consider the neighborhood for the TSP that is based on the 2-opt move operator. A tour is represented by a permutation \((\pi_1, \pi_2, \ldots, \pi_n)\). In the exhaustive exploration, all 2-opt moves are applied. In a cyclic exploration, the order may be given as follows: apply successfully the 2-opt operator using the exchange of vertices \((\pi_1, \pi_2)\) with \((\pi_3, \pi_4)\), and so on until an improving neighbor is found. In the worst case, the whole neighborhood is explored.

The order of application can be changed during the search. For instance, the initial parameter that determines the order may be chosen randomly. Instead of using always the edge \((\pi_1, \pi_2)\), any edge \((\pi_i, \pi_{i+1})\) may represent the initial move.

Example 2.22 Cyclic exploration for a clique partitioning problem (CPP). Given a complete undirected graph \(G = (V, E, w)\), where \(w\) represents positive or negative weights. To each edge \((i, j)\) is associated a weight \(w(i, j) = w(j, i)\). The objective of the CPP problem is to find a partition of the set of vertices \(V\) into \(k\) cliques \(C_1, C_2, \ldots, C_k\), minimizing the sum of the weights of the edges that have both end points in the same clique:

\[
f(C_1, C_2, \ldots, C_k) = \frac{1}{2} \sum_{l=1}^{k} \sum_{(i,j) \in C_l \times C_l, i \neq j} w(i, j)
\]

The number of cliques \(k\) is not fixed \([125]\).

A solution \(s\) for the CPP problem may be represented by a discrete vector, where each element of the vector specifies the class of the vertex. The size of the vector is equal to the number of vertices \((n = |V|)\). The neighborhood may be defined by the transformation operator that consists in moving a single node to another class \(C\). A class \(C\) of a solution \(s\) may be empty. The size of this neighborhood varies during the search and is equal to \((k + 1)n - \alpha\), where \(k\) is the number of classes and \(\alpha\) is the number of single-node classes.

The cyclic exploration of a neighborhood may be based on finding the best class for a given node \(i\). Obviously, one can use the given order of the vertices \((v_1, v_2, \ldots, v_n)\) or a random order generated uniformly. The vertices are explored in the specified order. A move is carried out as soon as an improving solution is found. All the nodes of the graph are tried once before the next time. This complete cyclic exploration is iterated until no improving neighbor is found. At the end of the process, all the nodes are in their best classes (i.e., local optimum related to the given move operator).
2.3.2 Escaping from Local Optima

In general, local search is a very easy method to design and implement and gives fairly good solutions very quickly. This is why it is a widely used optimization method in practice. One of the main disadvantages of LS is that it converges toward local optima. Moreover, the algorithm can be very sensitive to the initial solution; that is, a large variability of the quality of solutions may be obtained for some problems. Moreover, there is no means to estimate the relative error from the global optimum and the number of iterations performed may not be known in advance. Even if the complexity, in practice, is acceptable, the worst case complexity of LS is exponential! Local search works well if there are not too many local optima in the search space or the quality of the different local optima is more or less similar. If the objective function is highly multimodal, which is the case for the majority of optimization problems, local search is usually not an effective method to use.

As the main disadvantage of local search algorithms is the convergence toward local optima, many alternatives algorithms have been proposed to avoid becoming stuck at local optima. These algorithms are become popular since the 1980s. Four different families of approaches can be used to avoid local optima (Fig. 2.24):

- **Iterating from different initial solutions:** This strategy is applied in multistart local search, iterated local search, GRASP, and so forth.

![Diagram of strategies for improving local search](image)

**FIGURE 2.24** S-metaheuristic family of algorithms for improving local search and escaping from local optima.
• **Accepting nonimproving neighbors:** These approaches enable moves that degrade the current solution. It becomes possible to move out the basin of attraction of a given local optimum. Simulated annealing and tabu search are popular representative of this class of algorithms. Simulated annealing was the first algorithm addressing explicitly the question “why should we consider only downhill moves?”

• **Changing the neighborhood:** This class of approaches consists in changing the neighborhood structure during the search. For instance, this approach is used in variable neighborhood search strategies.

• **Changing the objective function or the input data of the problem:** In this class, the problem is transformed by perturbing the input data of the problem, the objective function or the constraints, in the hope to solve more efficiently the original problem. This approach has been implemented in the guided local search, the smoothing strategies, and the noising methods. The two last approaches may be viewed as approaches changing the landscape of the problem to solve.

### 2.4 SIMULATED ANNEALING

Simulated annealing applied to optimization problems emerges from the work of S. Kirkpatrick et al. [464] and V. Cerny [114]. In these pioneering works, SA has been applied to graph partitioning and VLSI design. In the 1980s, SA had a major impact on the field of heuristic search for its simplicity and efficiency in solving combinatorial optimization problems. Then, it has been extended to deal with continuous optimization problems [204,512,596].

SA is based on the principles of statistical mechanics whereby the annealing process requires heating and then slowly cooling a substance to obtain a strong crystalline structure. The strength of the structure depends on the rate of cooling metals. If the initial temperature is not sufficiently high or a fast cooling is applied, imperfections (metastable states) are obtained. In this case, the cooling solid will not attain thermal equilibrium at each temperature. Strong crystals are grown from careful and slow cooling. The SA algorithm simulates the energy changes in a system subjected to a cooling process until it converges to an equilibrium state (steady frozen state). This scheme was developed in 1953 by Metropolis [543].

Table 2.4 illustrates the analogy between the physical system and the optimization problem. The objective function of the problem is analogous to the energy state of the system. A solution of the optimization problem corresponds to a system state. The decision variables associated with a solution of the problem are analogous to the molecular positions. The global optimum corresponds to the ground state of the system. Finding a local minimum implies that a metastable state has been reached.

SA is a stochastic algorithm that enables under some conditions the degradation of a solution. The objective is to escape from local optima and so to delay the convergence. SA is a memoryless algorithm in the sense that the algorithm does not
TABLE 2.4  Analogy Between the Physical System and the Optimization Problem

<table>
<thead>
<tr>
<th>Physical System</th>
<th>Optimization Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>System state</td>
<td>Solution</td>
</tr>
<tr>
<td>Molecular positions</td>
<td>Decision variables</td>
</tr>
<tr>
<td>Energy</td>
<td>Objective function</td>
</tr>
<tr>
<td>Ground state</td>
<td>Global optimal solution</td>
</tr>
<tr>
<td>Metastable state</td>
<td>Local optimum</td>
</tr>
<tr>
<td>Rapid quenching</td>
<td>Local search</td>
</tr>
<tr>
<td>Temperature</td>
<td>Control parameter $T$</td>
</tr>
<tr>
<td>Careful annealing</td>
<td>Simulated annealing</td>
</tr>
</tbody>
</table>

use any information gathered during the search. From an initial solution, SA proceeds in several iterations. At each iteration, a random neighbor is generated. Moves that improve the cost function are always accepted. Otherwise, the neighbor is selected with a given probability that depends on the current temperature and the amount of degradation $\Delta E$ of the objective function. $\Delta E$ represents the difference in the objective value (energy) between the current solution and the generated neighboring solution. As the algorithm progresses, the probability that such moves are accepted decreases (Fig. 2.25). This probability follows, in general, the Boltzmann distribution:

$$P(\Delta E, T) = e^{-\frac{(f(x') - f(x))}{T}}$$

It uses a control parameter, called temperature, to determine the probability of accepting nonimproving solutions. At a particular level of temperature, many trials are explored. Once an equilibrium state is reached, the temperature is gradually decreased.

![FIGURE 2.25  Simulated annealing escaping from local optima. The higher the temperature, the more significant the probability of accepting a worst move. At a given temperature, the lower the increase of the objective function, the more significant the probability of accepting the move. A better move is always accepted.](image-url)
according to a cooling schedule such that few nonimproving solutions are accepted 
at the end of the search. Algorithm 2.3 describes the template of the SA algorithm.

**Algorithm 2.3** Template of simulated annealing algorithm.

```plaintext
Input: Cooling schedule.
s = s₀ ; /* Generation of the initial solution */
T = T_{\text{max}} ; /* Starting temperature */
Repeat
    /* At a fixed temperature */
    Generate a random neighbor s′ ;
    ΔE = f(s′) − f(s) ;
    If ΔE ≤ 0 Then s = s′ ; /* Accept the neighbor solution */
    Else Accept s′ with a probability e^{−ΔE / T} ;
Until Equilibrium condition
    /* e.g. a given number of iterations executed at each temperature T */
T = g(T) ; /* Temperature update */
Until Stopping criteria satisfied
    /* e.g. T < T_{\text{min}} */
Output: Best solution found.
```

**Example 2.23** Illustration of the SA algorithm. Let us maximize the continuous 
function \( f(x) = x^3 - 60x^2 + 900x + 100 \). A solution \( x \) is represented as a string of 5 
bits. The neighborhood consists in flipping randomly a bit. The global maximum of 
this function is 01010 (\( x = 10, f(x) = 4100 \)). The first scenario starts from the solution 
10011 (\( x = 19, f(x) = 2399 \)) with an initial temperature \( T_0 \) equal to 500 (Table 2.5). 
The second scenario starts from the same solution 10011 with an initial temperature \( T_0 \) 
equal to 100 (Table 2.6). The initial temperature is not high enough and the algorithm 
gets stuck by local optima.

In addition to the current solution, the best solution found since the beginning of 
the search is stored. Few parameters control the progress of the search, which are the 
temperature and the number of iterations performed at each temperature.

Theoretical analysis of the asymptotic convergence of SA is well developed [478]. 
The search may be modeled by a Markov chain, where the next state depends only
TABLE 2.6  Second Scenario: T = 100 and Initial Solution (10011). When Temperature is not High Enough, Algorithm Gets Stuck

<table>
<thead>
<tr>
<th>T</th>
<th>Move</th>
<th>Solution</th>
<th>f</th>
<th>Δf</th>
<th>Move?</th>
<th>New Neighbor Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1</td>
<td>00011</td>
<td>2287</td>
<td>112</td>
<td>No</td>
<td>10011</td>
</tr>
<tr>
<td>90</td>
<td>3</td>
<td>10111</td>
<td>1227</td>
<td>1172</td>
<td>No</td>
<td>10011</td>
</tr>
<tr>
<td>81</td>
<td>5</td>
<td>10010</td>
<td>2692</td>
<td>&lt; 0</td>
<td>Yes</td>
<td>10010</td>
</tr>
<tr>
<td>72.9</td>
<td>2</td>
<td>11010</td>
<td>516</td>
<td>2176</td>
<td>No</td>
<td>10010</td>
</tr>
<tr>
<td>65.6</td>
<td>4</td>
<td>10000</td>
<td>3236</td>
<td>&lt; 0</td>
<td>Yes</td>
<td>10000</td>
</tr>
<tr>
<td>59</td>
<td>3</td>
<td>10100</td>
<td>2100</td>
<td>1136</td>
<td>Yes</td>
<td>10000</td>
</tr>
</tbody>
</table>

on the current state. There is a guarantee of convergence toward the optimal solution:

$$\Pr(s_M \in R) \to 1 \quad \text{as} \quad M \to \infty$$

where $R$ represents the set of global optimal solutions and $s_M$ the solution at iteration $M$ under the following slow cooling schedule:

$$T_k = \frac{\Gamma}{\log k}$$

where $\Gamma$ is a constant. In practice, such a cooling schedule is useless because it is an asymptotic convergence; that is, the convergence is obtained after an infinite number of iterations. However, much more work is needed in the analysis of finite time performance [267].

In addition to the common design issues for S-metaheuristics such as the definition of the neighborhood and the generation of the initial solution, the main design issues specific to SA are

- **The acceptance probability function**: It is the main element of SA that enables nonimproving neighbors to be selected.
- **The cooling schedule**: The cooling schedule defines the temperature at each step of the algorithm. It has an essential role in the efficiency and the effectiveness of the algorithm.

The following sections present a practical guideline in the definition of the acceptance probability function and the cooling schedule in SA.

### 2.4.1 Move Acceptance

The system can escape from local optima due to the probabilistic acceptance of a nonimproving neighbor. The probability of accepting a nonimproving neighbor is proportional to the temperature $T$ and inversely proportional to the change of the objective function $\Delta E$. 

$$\Pr(\text{Accept}) \propto \frac{1}{\Delta E}$$

The probability of acceptance is calculated as:

$$P(\Delta E) = \frac{1}{\exp(\Delta E / T) + 1}$$

This formula ensures that as the temperature decreases, the system becomes less likely to accept nonimproving solutions, thus helping the algorithm escape from local optima. In practice, the acceptance probability is often implemented as a function of a certain threshold, typically $1/e$ or $0.368$, which balances exploration and exploitation in the search process. 

The following section provides a detailed discussion on how to choose an appropriate cooling schedule and acceptance probability function to effectively balance exploration and exploitation, ensuring the algorithm converges to the global optimum with high probability.
The law of thermodynamics states that at temperature $T$, the probability of an increase in energy of magnitude, $\Delta E$, is given by $P(\Delta E, T) = \exp(-\Delta E/kT)$ where $k$ is a constant known as Boltzmann’s constant. So, the acceptance probability of a nonimproving move is

$$P(\Delta E, T) = \exp\left(-\frac{\delta E}{kT}\right) > R$$

where $\Delta E$ is the change in the evaluation function, $T$ is the current temperature, and $R$ is a uniform random number between 0 and 1.

At high temperatures, the probability of accepting worse moves is high. If $T = \infty$, all moves are accepted, which corresponds to a random local walk in the landscape. At low temperatures, the probability of accepting worse moves decreases. If $T = 0$, no worse moves are accepted and the search is equivalent to local search (i.e., hill climbing). Moreover, the probability of accepting a large deterioration in solution quality decreases exponentially toward 0 according to the Boltzmann distribution.

### 2.4.2 Cooling Schedule

The cooling schedule defines for each step of the algorithm $i$ the temperature $T_i$. It has a great impact on the success of the SA optimization algorithm. Indeed, the performance of SA is very sensitive to the choice of the cooling schedule.

The parameters to consider in defining a cooling schedule are the starting temperature, the equilibrium state, a cooling function, and the final temperature that defines the stopping criteria. A guideline dealing with the initialization of each parameter is given next.

#### 2.4.2.1 Initial Temperature

If the starting temperature is very high, the search will be more or less a random local search. Otherwise, if the initial temperature is very low, the search will be more or less a first improving local search algorithm. Hence, we have to balance between these two extreme procedures. The starting temperature must not be too high to conduct a random search for a period of time but high enough to allow moves to almost neighborhood state.

There are three main strategies that can be used to deal with this parameter:

- **Accept all:** The starting temperature is set high enough to accept all neighbors during the initial phase of the algorithm [464]. The main drawback of this strategy is its high computational cost.
- **Acceptance deviation:** The starting temperature is computed by $k\sigma$ using preliminary experimentations, where $\sigma$ represents the standard deviation of difference between values of objective functions and $k = -3/\ln(p)$ with the acceptance probability of $p$, which is greater than $3\sigma$ [392].
• **Acceptance ratio:** The starting temperature is defined so as to make the acceptance ratio of solutions greater than a predetermined value $a_0$

$$T_0 = \frac{\Delta^+}{\ln(m_1(a_0 - 1)/m_2 + a_0)}$$

where $m_1$ and $m_2$ are the numbers of solutions to be decreased and increased in preliminary experiments, respectively, and $\Delta^+$ is the average of objective function values increased [2]. For instance, the initial temperature should be initialized in such a way that the acceptance rate is in the interval [40%, 50%].

### 2.4.2.2 Equilibrium State

To reach an equilibrium state at each temperature, a number of sufficient transitions (moves) must be applied. Theory suggests that the number of iterations at each temperature might be exponential to the problem size, which is a difficult strategy to apply in practice. The number of iterations must be set according to the size of the problem instance and particularly proportional to the neighborhood size $|N(s)|$. The number of transitions visited may be as follows:

- **Static:** In a static strategy, the number of transitions is determined before the search starts. For instance, a given proportion $y$ of the neighborhood $N(s)$ is explored. Hence, the number of generated neighbors from a solution $s$ is $y \cdot |N(s)|$. The more significant the ratio $y$, the higher the computational cost and the better the results.

- **Adaptive:** The number of generated neighbors will depend on the characteristics of the search. For instance, it is not necessary to reach the equilibrium state at each temperature. Nonequilibrium simulated annealing algorithms may be used: the cooling schedule may be enforced as soon as an improving neighbor solution is generated. This feature may result in the reduction of the computational time without compromising the quality of the obtained solutions [107].

Another adaptive approach using both the worst and the best solutions found in the inner loop of the algorithm may be used. Let $f_l$ (resp. $f_h$) denote the smallest (resp. largest) objective function value in the current inner loop. The next number of transitions $L$ is defined as follows:

$$L = L_B + \lfloor L_B \cdot F_- \rfloor$$

where $\lfloor x \rfloor$ is the largest integer smaller than $x$, $F_- = 1 - \exp(-(f_h - f_l)/f_h)$, and $L_B$ is the initial value of the number of transitions [25].

### 2.4.2.3 Cooling

In the SA algorithm, the temperature is decreased gradually such that

$$T_i > 0, \forall i$$
and

$$\lim_{i \to \infty} T_i = 0$$

There is always a compromise between the quality of the obtained solutions and the speed of the cooling schedule. If the temperature is decreased slowly, better solutions are obtained but with a more significant computation time. The temperature $T$ can be updated in different ways:

- **Linear**: In the trivial linear schedule, the temperature $T$ is updated as follows: $T = T - \beta$, where $\beta$ is a specified constant value. Hence, we have

  $$T_i = T_0 - i \times \beta$$

  where $T_i$ represents the temperature at iteration $i$.

- **Geometric**: In the geometric schedule, the temperature is updated using the formula

  $$T = \alpha T$$

  where $\alpha \in [0, 1]$. It is the most popular cooling function. Experience has shown that $\alpha$ should be between 0.5 and 0.99.

- **Logarithmic**: The following formula is used:

  $$T_i = \frac{T_0}{\log(i)}$$

  This schedule is too slow to be applied in practice but has the property of the convergence proof to a global optimum [303].

- **Very slow decrease**: The main trade-off in a cooling schedule is the use of a large number of iterations at a few temperatures or a small number of iterations at many temperatures. A very slow cooling schedule such as

  $$T_{i+1} = \frac{T_i}{1 + \beta T_i}$$

  may be used [521], where $\beta = T_0 - T_F/(L - 1)T_0T_F$ and $T_F$ is the final temperature. Only one iteration is allowed at each temperature in this very slow decreasing function.

- **Nonmonotonic**: Typical cooling schedules use monotone temperatures. Some nonmonotone scheduling schemes where the temperature is increased again may be suggested [390]. This will encourage the diversification in the search space. For some types of search landscapes, the optimal schedule is nonmonotone [352].
• **Adaptive:** Most of the cooling schedules are static in the sense that the cooling schedule is defined completely *a priori*. In this case, the cooling schedule is “blind” to the characteristics of the search landscape. In an adaptive cooling schedule, the decreasing rate is dynamic and depends on some information obtained during the search [402]. A dynamic cooling schedule may be used where a small number of iterations are carried out at high temperatures and a large number of iterations at low temperatures.

### 2.4.2.4 Stopping Condition

Concerning the stopping condition, theory suggests a final temperature equal to 0. In practice, one can stop the search when the probability of accepting a move is negligible. The following stopping criteria may be used:

1. Reaching a final temperature $T_f$ is the most popular stopping criteria. This temperature must be low (e.g., $T_{min} = 0.01$).
2. Achieving a predetermined number of iterations without improvement of the best found solution [675].
3. Achieving a predetermined number of times a percentage of neighbors at each temperature is accepted; that is, a counter increases by 1 each time a temperature is completed with the less percentage of accepted moves than a predetermined limit and is reset to 0 when a new best solution is found. If the counter reaches a predetermined limit $R$, the SA algorithm is stopped [420].

SA compared to local search is still simple and easy to implement. It gives good results for a wide spectrum of optimization problems: the historical ones such as TSP and VLSI design in different domains of application. A good survey on SA can be found in Refs [1,489,733].

### 2.4.3 Other Similar Methods

Other similar methods of simulated annealing have been proposed in the literature, such as threshold accepting, great deluge algorithm, record-to-record travel, and demon algorithms (Fig. 2.26). The main objective in the design of those SA-inspired algorithms is to speed up the search of the SA algorithm without sacrificing the quality of solutions.

#### 2.4.3.1 Threshold Accepting

Threshold accepting may be viewed as the deterministic variant of simulated annealing [228]. TA escapes from local optima by accepting solutions that are not worse than the current solution by more than a given threshold $Q$. A deterministic acceptance function is defined as follows:

$$P_i(\Delta(s, s')) = \begin{cases} 
1 & \text{if } Q_i \geq \Delta(s, s') \\
0 & \text{otherwise}
\end{cases}$$
Simulated annealing
(Kirkpatrick et al. 1983 and Cerny, 1985)

Demon algorithms
(Creutz, 1983)

Threshold accepting
(Dueck and Scheuer, 1990)

Great deluge
(Dueck, 1993)

Record-to-record
(Dueck, 1993)

**FIGURE 2.26** Genealogy of simulated annealing-based algorithms.

where $Q_i$ is the threshold value at iteration $i$ and $\Delta(s, s')$ is the change in the evaluation function between the current solution $s$ and the neighbor solution $s'$. The threshold parameter in TA operates somewhat like the temperature in simulated annealing. Algorithm 2.4 describes the template of the TA algorithm. The number of generated neighbors at each iteration is fixed *a priori*. The threshold $Q$ is updated following any annealing schedule.

**Algorithm 2.4** Template of threshold accepting algorithm.

- **Input:** Threshold annealing.
  - $s = s_0$ /* Generation of the initial solution */
  - $Q = Q_{max}$ /* Starting threshold */
- **Repeat**
  - **Repeat** /* At a fixed threshold */
    - Generate a random neighbor $s' \in N(s)$;
    - $\Delta E = f(s') - f(s)$;
    - **If** $\Delta E \leq Q$ **Then** $s = s'$ /* Accept the neighbor solution */
  - **Until** Equilibrium condition /* e.g. a given number of iterations executed at each threshold $Q$ */
  - $Q = g(Q)$ /* Threshold update */
- **Until** Stopping criteria satisfied /* e.g. $Q \leq Q_{min}$ */
- **Output:** Best solution found.

TA is a fast algorithm compared to SA because the generation of random number and exponential functions consume a significant amount of computational time. The literature reports some performance improvements compared to the simulated annealing algorithm in solving combinatorial optimization problems such as the traveling salesman problem [228,565].

In terms of asymptotic convergence, the theoretical properties of TA are similar to those of the SA algorithm [28].
The threshold $Q$ is updated according to an annealing schedule. It must be set as a deterministic nonincreasing step function in the number of iterations $i$. The threshold decreases at each iteration and then reaches the value of 0 after a given number of iterations.

**Example 2.24 Nonmonotone threshold schedule.** This simple example will illustrate that the optimal threshold schedule to solve a given problem may be nonmonotone [390]. Let us consider the one-dimensional landscape of a problem shown in Fig. 2.27. The search space is composed of six solutions, and each solution has two neighbors. The number of iterations of the algorithm is fixed to $M$. The optimal schedule is defined as the one that maximizes the probability of finding the global optimum solution starting from any random initial solution. For many values of $M$, it has been shown that the optimal threshold schedule is nonmonotone with negative thresholds. For instance, for $M = 9$, the optimal schedule is $(0, -3, 3, -1, -3, 3, 3, -1)$ and the probability to find the global optimum is 0.8372.

**FIGURE 2.27** Nonmonotone optimal threshold schedule [390]. (a) Represents the search landscape of the problem. (b) (Resp. (c)) represents the transition probabilities for $T = 2$ ($T = 0$).
Example 2.25  Adaptive nonmonotone threshold—the old bachelor acceptance.

In the old bachelor acceptance algorithm, the threshold changes dynamically (up or down) based on the history of the search [390]. After each failure of accepting a new solution, the criterion for accepting is relaxed by slightly increasing the threshold \( Q_{i+1} = Q_i + \text{incr}(Q_i) \). Hence, after many successive failures, the threshold will be large enough to escape from local optima. On the contrary, after each acceptance of a neighbor solution, the threshold is lowered so that the algorithm becomes more aggressive in moving toward a local optimum \( Q_{i+1} = Q_i - \text{decr}(Q_i) \).

The incr and decr functions are based on the following factors:

- The neighborhood size \(|N|\). This value has an impact on the “reachability” between solutions (i.e., the diameter and multiplicity of paths in the search space).
- The age of the current solution, which is the number of iterations since the last move acceptance. Larger values of the age implies greater likelihood that the current solution is a local optimum and that the threshold must increase.
- The amount of time remaining \( M - i \), where \( M \) represents the total number of iterations and \( i \) the current iteration. The threshold update will depend on the proportion of the time used \( i/M \).
- The current threshold value \( Q_i \).

Algorithm 2.5 describes the template of the OBA algorithm.

**Algorithm 2.5**  Template of the old bachelor accepting algorithm.

```plaintext
s = s0 ; /* Generation of the initial solution */
Q0 = 0 ; /* Starting threshold */
age = 0 ;

For i = 0 to M - 1 Do
    Generate a random neighbor \( s' \in N(s) \);
    If \( f(s') < f(s) + Q_i \) Then \( s = s' ; age = 0 ; \)
    Else \( age = age + 1 ; \)
    \( Q_{i+1} = \left( \left( \frac{\text{age}}{a} \right)^b - 1 \right) \times \Delta \times \left( 1 - \frac{i}{M} \right) \) ; /* Threshold update */
Endfor

Output: Best solution found.
```

The threshold is updated as follows:

\[
Q_{i+1} = \left( \left( \frac{\text{age}}{a} \right)^b - 1 \right) \times \Delta \times \left( 1 - \frac{i}{M} \right)^c
\]

Whenever \( \text{age} = 0 \), the algorithm sets the threshold to the most negative value allowable (i.e., \(-\Delta\)), thus giving the algorithm more “ambition” to improve rapidly. For negative

\(14\) This is the motivation for the name “old bachelor acceptance.”
values of the threshold, the algorithm may prefer a good improving move over a random improving move. The threshold then rises from this negative value until the next move acceptance occurs.

For age > 0, the update rule allows the threshold growth rate to increase with age. The parameters \( \Delta, a, b, \) and \( c \) afford the ability to fine-tune the growth rate \( \text{incrit}(Q_i) \) as follows: \( \Delta \) represents the granularity of the update, \( a \) tunes the threshold growth by a multiplicative factor, \( b \) allows a power law growth rate, and \( c \) tunes the heuristic “dumping” factor \( 1 - (i/M) \) used to scale the magnitude of \( Q_i \) as \( i \rightarrow M \).

### 2.4.3.2 Record-to-Record Travel

This algorithm is also a deterministic optimization algorithm inspired from simulated annealing [229]. The algorithm accepts a nonimproving neighbor solution with an objective value less than the RECORD minus a deviation \( D \). RECORD represents the best objective value of the visited solutions during the search. The bound decreases with time as the objective value RECORD of the best found solution improves. Algorithm 2.6 describes the template of the RRT algorithm.

**Algorithm 2.6** Template of the record-to-record travel algorithm.

<table>
<thead>
<tr>
<th>Input:</th>
<th>Deviation ( D &gt; 0 ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s = s_0 ); /* Generation of the initial solution */</td>
<td></td>
</tr>
<tr>
<td>( \text{RECORD} = f(s) ); /* Starting \text{RECORD} */</td>
<td></td>
</tr>
<tr>
<td>Repeat</td>
<td></td>
</tr>
<tr>
<td>Generate a random neighbor ( s' );</td>
<td></td>
</tr>
<tr>
<td>If ( f(s') &lt; \text{RECORD} + D ) Then ( s = s' ); /* Accept the neighbor solution */</td>
<td></td>
</tr>
<tr>
<td>If ( \text{RECORD} &gt; f(s') ) Then ( \text{RECORD} = f(s') ); /* \text{RECORD} update */</td>
<td></td>
</tr>
<tr>
<td>Until Stopping criteria satisfied</td>
<td></td>
</tr>
<tr>
<td>Output: Best solution found.</td>
<td></td>
</tr>
</tbody>
</table>

The RRT algorithm has the advantage to be dependent on only one parameter, the DEVIATION value. A small value for the deviation will produce poor results within a reduced search time. If the deviation is high, better results are produced after an important computational time.

### 2.4.3.3 Great Deluge Algorithm

The great deluge algorithm was proposed by Dueck in 1993 [229]. The main difference with the SA algorithm is the deterministic acceptance function of neighboring solutions. The inspiration of the GDA algorithm comes from the analogy that the direction a hill climber would take in a great deluge to keep his feet dry. Finding the global optimum of an optimization problem\(^{15}\) may be seen as finding the highest point in a landscape. As it rains incessantly without end, the level of the water increases. The algorithm never makes a move beyond the

\(^{15}\)We suppose here a maximization problem.
water level. It will explore the uncovered area of the landscape to reach the global optimum.

Algorithm 2.7 describes the template of the GDA algorithm in a minimization context. A generated neighbor solution is accepted if the absolute value of the objective function is less than the current boundary value, named level. The initial value of the level is equal to the initial objective function. The level parameter in GDA operates somewhat like the temperature in SA. During the search, the value of the level is decreased monotonically. The decrement of the reduction is a parameter of the algorithm.

Algorithm 2.7  Template of the great deluge algorithm.

```
Input: Level L.

s = s₀; /* Generation of the initial solution */
Choose the rain speed UP; /* UP > 0 */
Choose the initial water level LEVEL;

Repeat
    Generate a random neighbor s’;
    If f(s’) < LEVEL Then s = s’ /* Accept the neighbor solution */
    LEVEL = LEVEL − UP; /* update the water level */
Until Stopping criteria satisfied

Output: Best solution found.
```

The great deluge algorithm needs the tuning of only one parameter, the UP value that represents the rain speed. The quality of the obtained results and the search time will depend only on this parameter. If the value of the UP parameter is high, the algorithm will be fast but will produce results of poor quality. Otherwise, if the UP value is small, the algorithm will generate relatively better results within a higher computational time. An example of a rule that can be used to define the value of the UP parameter may be the following [229]: a value smaller than 1% of the average gap between the quality of the current solution and the water level.

2.4.3.4 Demon Algorithms  Since 1998 many S-metaheuristics based on the demon algorithm (DA) (see Ref. [165]) have been proposed [824]. The demon algorithm is another simulated annealing-based algorithm that uses computationally simpler acceptance functions.

Algorithm 2.8 describes the main demon algorithm. The acceptance function is based on the energy value of the demon (credit). The demon is initialized with a given value \( D \). A nonimproved solution is accepted if the demon has more energy (credit) than the decrease of the objective value. When a DA algorithm accepts a solution of increased objective value, the change value of the objective is credited to the demon. In the same manner, when a DA algorithm accepts an improving solution, the decrease of the objective value is debited from the demon.
Algorithm 2.8  Template of the demon algorithm.

Input: Demon initial value $D$
$s = s_0$ ; /* Generation of the initial solution */

Repeat
  Generate a random neighbor $s'$;
  $\Delta E = f(s') - f(s)$;
  If $\Delta E \leq D$ Then
    $s = s'$; /* Accept the neighbor solution */
    $D = D - \Delta E$; /* Demon value update */
  Until Stopping criteria satisfied

Output: Best solution found.

The acceptance function of demon algorithms is computationally simpler than in SA. It requires a comparison and a subtraction, whereas in SA it requires an exponential function and a generation of a random number. Moreover, the demon values vary dynamically in the sense that the energy (credit) depends on the visited solutions (Markov chain) during the search, whereas in SA and TA the temperature (threshold) is not dynamically reduced. Indeed, the energy absorbed and released by the demon depends mainly on the accepted solutions.

Different variants of the DA algorithm can be found in the literature [610,824]. They differ by the annealing schedule of the acceptance function:

- **Bounded demon algorithm**: This algorithm imposes an upper bound $D_0$ for the credit of the demon. Hence, once the credit of the demon is greater than the upper bound, no credit is received even if improving solutions are generated.

- **Annealed demon algorithm**: In this algorithm, an annealing schedule similar to the simulated annealing one is used to decrease the credit of the demon. The credit of the demon will play the same role as the temperature in simulated annealing.

- **Randomized bounded demon algorithm**: A randomized search mechanism is introduced in the BDA algorithm. The credit of the demon is replaced with a normal Gaussian random variable, where the mean equals the credit of the demon ($D_m$), and a specified standard deviation $D_{sd}$. Hence, the energy associated with the demon will be $D = D_m +$ Gaussian noise.

- **Randomized annealed demon algorithm**: The same randomized search mechanism of the RBDA algorithm is introduced as in the ADA algorithm.

Table 2.7 illustrates the specificities of the different variants of the demon algorithms.

Compared to simulated annealing, the application of demon algorithms to academic and real-life problems show competitive quality of results within a reduced search time [610,824]. Moreover, they are very easy to design and implement and they need tuning of few parameters.
TABLE 2.7 Variants of Demon Algorithms and Their Specific Parts

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDA</td>
<td>Initial demon value (upper bound): $D_0$</td>
</tr>
<tr>
<td></td>
<td>Demon value update: if $D &gt; D_0$, then $D = D_0$</td>
</tr>
<tr>
<td>ADA</td>
<td>Demon value update: annealing schedule</td>
</tr>
<tr>
<td>RBDA and RADA</td>
<td>Initial demon value: mean $D_m$</td>
</tr>
<tr>
<td></td>
<td>Acceptance function: $D = D_m + \text{Gaussian noise}$</td>
</tr>
<tr>
<td></td>
<td>Demon value update: $D_m = D_m - \Delta E$</td>
</tr>
</tbody>
</table>

2.5 TABU SEARCH

Tabu search algorithm was proposed by Glover [323]. In 1986, he pointed out the controlled randomization in SA to escape from local optima and proposed a deterministic algorithm [322]. In a parallel work, a similar approach named “steepest ascent/mildest descent” has been proposed by Hansen [364]. In the 1990s, the tabu search algorithm became very popular in solving optimization problems in an approximate manner. Nowadays, it is one of the most widespread S-metaheuristics. The use of memory, which stores information related to the search process, represents the particular feature of tabu search.

TS behaves like a steepest LS algorithm, but it accepts nonimproving solutions to escape from local optima when all neighbors are nonimproving solutions. Usually, the whole neighborhood is explored in a deterministic manner, whereas in SA a random neighbor is selected. As in local search, when a better neighbor is found, it replaces the current solution. When a local optima is reached, the search carries on by selecting a candidate worse than the current solution. The best solution in the neighborhood is selected as the new current solution even if it is not improving the current solution. Tabu search may be viewed as a dynamic transformation of the neighborhood. This policy may generate cycles; that is, previous visited solutions could be selected again.

To avoid cycles, TS discards the neighbors that have been previously visited. It memorizes the recent search trajectory. Tabu search manages a memory of the solutions or moves recently applied, which is called the tabu list. This tabu list constitutes the short-term memory. At each iteration of TS, the short-term memory is updated. Storing all visited solutions is time and space consuming. Indeed, we have to check at each iteration if a generated solution does not belong to the list of all visited solutions. The tabu list usually contains a constant number of tabu moves. Usually, the attributes of the moves are stored in the tabu list.

By introducing the concept of solution features or move features in the tabu list, one may lose some information about the search memory. We can reject solutions that have not yet been generated. If a move is “good,” but it is tabu, do we still reject it? The tabu list may be too restrictive; a nongenerated solution may be forbidden. Yet for some conditions, called aspiration criteria, tabu solutions may be accepted. The admissible neighbor solutions are those that are nontabu or hold the aspiration criteria.
In addition to the common design issues for S-metaheuristics such as the definition of the neighborhood and the generation of the initial solution, the main design issues that are specific to a simple TS are

- **Tabu list**: The goal of using the short-term memory is to prevent the search from revisiting previously visited solutions. As mentioned, storing the list of all visited solutions is not practical for efficiency issues.

- **Aspiration criterion**: A commonly used aspiration criteria consists in selecting a tabu move if it generates a solution that is better than the best found solution. Another aspiration criterion may be a tabu move that yields a better solution among the set of solutions possessing a given attribute.

Some advanced mechanisms are commonly introduced in tabu search to deal with the intensification and the diversification of the search:

- **Intensification (medium-term memory)**: The medium-term memory stores the elite (e.g., best) solutions found during the search. The idea is to give priority to attributes of the set of elite solutions, usually in weighted probability manner. The search is biased by these attributes.

- **Diversification (long-term memory)**: The long-term memory stores information on the visited solutions along the search. It explores the unvisited areas of the solution space. For instance, it will discourage the attributes of elite solutions in the generated solutions to diversify the search to other areas of the search space.

Algorithm 2.9 describes the template of the TS algorithm.

**Algorithm 2.9** Template of tabu search algorithm.

```plaintext
s = s₀; /* Initial solution */
Initialize the tabu list, medium-term and long-term memories;
Repeat
  Find best admissible neighbor s′; /* non tabu or aspiration criterion holds */
  s = s′;
  Update tabu list, aspiration conditions, medium and long term memories;
  If intensificationCriterion holds Then intensification;
  If diversificationCriterion holds Then diversification;
Until Stopping criteria satisfied
Output: Best solution found.
```

Theoretical studies carried out on tabu search algorithms are weaker than those established for simulated annealing. A simulated annealing execution lies within the convex hull of a set of tabu search executions [28]. Therefore, tabu search may inherit some nice theoretical properties of SA.
### TABLE 2.8 The Different Search Memories of Tabu Search

<table>
<thead>
<tr>
<th>Search Memory</th>
<th>Role</th>
<th>Popular Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tabu list</td>
<td>Prevent cycling</td>
<td>Visited solutions, moves attributes</td>
</tr>
<tr>
<td>Medium-term memory</td>
<td>Intensification</td>
<td>Recency memory</td>
</tr>
<tr>
<td>Long-term memory</td>
<td>Diversification</td>
<td>Frequency memory</td>
</tr>
</tbody>
</table>

In addition to the search components of local search (hill climbing), such as the representation, neighborhood, initial solution, we have to define the following concepts that compose the search memory of TS: the tabu list (short-term memory), the medium-term memory, and the long-term memory (Table 2.8).

#### 2.5.1 Short-Term Memory

The role of the short-term memory is to store the recent history of the search to prevent cycling. The naive straightforward representation consists in recording all visited solutions during the search. This representation ensures the lack of cycles but is seldom used as it produces a high complexity of data storage and computational time. For instance, checking the presence of all neighbor solutions in the tabu list will be prohibitive. The first improvement to reduce the complexity of the algorithm is to limit the size of the tabu list. If the tabu list contains the last \( k \) visited solutions, tabu search prevents a cycle of size at most \( k \). Using hash codes may also reduce the complexity of the algorithms manipulating the list of visited solutions.

In general, attributes of the solutions or moves are used. This representation induces a less important data storage and computational time but skips some information on the history of the search. For instance, the absence of cycles is not ensured.

The most popular way to represent the tabu list is to record the move attributes. The tabu list will be composed of the reverse moves that are forbidden. This scheme is directly related to the neighborhood structure being used to solve the problem. If the move \( m \) is applied to the solution \( s_i \) to generate the solution \( s_j \), \( s_j = s_i \oplus m \), then the move \( m \) (or its reverse \( m^{-1} \)) such that \( (s_i \oplus m) \oplus m^{-1} = s_i \) is stored in the list. This move is forbidden for a given number of iterations, named the tabu tenure of the move. If the tabu list contains the last \( k \) moves, tabu search will not guarantee to prevent a cycle of size at most \( k \).

**Example 2.26 Tabu list based on move attributes.** Let us consider a permutation optimization problem where the neighborhood is based on exchanging two elements of the permutation. Given a permutation \( \pi \), a move is represented by two indices \((i, j)\). This move generates the neighbor solution \( \pi' \) such that

\[
\pi'(k) = \begin{cases} 
\pi(k) & \text{for } k \neq i \text{ and } k \neq j \\
\pi(j) & \text{for } k = i \\
\pi(i) & \text{for } k = j 
\end{cases}
\]
The inverse move \((j, i)\) may be stored in the tabu list and is forbidden. A stronger tabu representation may be related to the indices \(i\) and \(j\). This will disallow any permutation involving the indices \(i\) and \(j\).

In tabu search, many different tabu lists may be used in conjunction. For instance, some ingredients of the visited solutions and/or the moves are stored in multiple tabu lists. A move \(m\) is not tabu if the conditions for all tabu lists are satisfied. In many optimization problems, it is more and more popular to use simultaneously various move operators, and hence different neighborhoods are defined.

**Example 2.27 Multiple tabu lists.** Let us consider the maximum independent set problem. Given a graph \(G = (V, E)\), the problem consists in finding a subset of vertices \(X\) of \(V\), maximizing the cardinality of the set \(X\), and satisfying the constraint that there is no edge \((i, j) \in E\) having its adjacent vertices in \(X\). Tabu search may be applied to determine an independent set of size \(k\) [285]. The objective function consists in minimizing the number of edges having their adjacent vertices in \(X\). The neighborhood is defined by the exchange of a vertex \(v \in X\) with a vertex \(w \in E - X\). The size of the neighborhood is \(k(n - k) = O(\ln k)\), where \(n\) represents the number of vertices. Three different tabu lists may be used:

- The first tabu list \(T_1\) stores the last generated solutions. A hashing technique may be used to speed up the test of tabu conditions [825].
- The second tabu list \(T_2\) stores the last vertices introduced into \(X\).
- The third tabu list \(T_3\) stores the last vertices removed from \(X\).

The size of the tabu list is a critical parameter that has a great impact on the performances of the tabu search algorithm. At each iteration, the last move is added in the tabu list, whereas the oldest move is removed from the list. The smaller is the value of the tabu list, the more significant is the probability of cycling. Larger values of the tabu list will provide many restrictions and encourage the diversification of the search as many moves are forbidden. A compromise must be found that depends on the landscape structure of the problem and its associated instances.

The tabu list size may take different forms:

- **Static:** In general, a static value is associated with the tabu list. It may depend on the size of the problem instance and particularly the size of the neighborhood. There is no optimal value of the tabu list for all problems or even all instances of a given problem. Moreover, the optimal value may vary during the search progress. To overcome this problem, a variable size of the tabu list may be used.
- **Dynamic:** The size of the tabu list may change during the search without using any information on the search memory.

**Example 2.28 Robust tabu search.** In this tabu search algorithm, a uniform random change of the tabu list size in a given interval \([T_{\text{min}}, T_{\text{max}}]\) is used [738].
• Adaptive: In the adaptive scheme, the size of the tabu list is updated according to the search memory. For instance, the size is updated upon the performance of the search in the last iterations [573].

Example 2.29 Reactive tabu search. In the reactive tabu search, the main idea is to increase the size of the tabu list when the short-term memory indicates that the search is revisiting solutions, that is, the presence of a cycle in the search [59]. Hence, the short-term memory stores the visited solutions and not the attributes of the solutions or moves. Hashing techniques are used to reduce the complexity of manipulating such short-term memories.

2.5.2 Medium-Term Memory

The role of the intensification is to exploit the information of the best found solutions (elite solutions) to guide the search in promising regions of the search space. This information is stored in a medium-term memory. The idea consists in extracting the (common) features of the elite solutions and then intensifying the search around solutions sharing those features. A popular approach consists in restarting the search with the best solution obtained and then fixing in this solution the most promising components extracted from the elite solutions.

The main representation used for the medium-term memory is the recency memory. First, the components associated with a solution have to be defined; this is a problem-specific task. The recency memory will memorize for each component the number of successive iterations the component is present in the visited solutions. The most commonly used event to start the intensification process is a given period or after a certain number of iterations without improvement.

Example 2.30 Recency memory in solving the GAP. Suppose one has to solve the generalized assignment problem where a solution is encoded by a discrete vector and the neighborhood is defined by the substitute operator. The recency memory may be represented by a symmetric matrix \( R \) where an element \( r_{ij} \) represents the number of successive iterations the object \( i \) has been assigned to the site \( j \). The intensification will consist in starting the search from the best found solution \( s^* \). The largest values \( r_{ij} \) are extracted from the recency matrix \( R \). Then the associated elements \( i \) in the solution \( s^* \) are fixed to the sites \( j \). The search will focus only on the other decision variables of the solution \( s^* \).

The intensification of the search in a given region of the search space is not always useful. The effectiveness of the intensification depends on the landscape structure of the target optimization problem. For instance, if the landscape is composed of many basins of attraction and a simple TS without intensification component is effective to search in each basin of attraction, intensifying the search in each basin is useless.
2.5.3 Long-Term Memory

As mentioned many times, S-metaheuristics are more powerful search methods in terms of intensification. Long-term memory has been introduced in tabu search to encourage the diversification of the search. The role of the long-term memory is to force the search in nonexplored regions of the search space.

The main representation used for the long-term memory is the **frequency memory**. As in the recency memory, the components associated with a solution have first to be defined. The frequency memory will memorize for each component the number of times the component is present in all visited solutions.

**Example 2.31 Frequency memory in solving the GAP.** The frequency memory may be represented by a symmetric matrix $F$ where an element $f_{ij}$ represents the number of times the object $i$ has been assigned to the site $j$ from the beginning of the tabu search. The diversification may consist in starting the search from a new solution $s^*$. The elements $i$ of the initial solution $s^*$ are assigned to the sites $j$ that are associated with smaller values of $f_{ij}$.

The diversification process can be applied periodically or after a given number of iterations without improvement. Three popular diversification strategies may be applied [306]:

- **Restart diversification:** This strategy consists in introducing in the current or best solution the least visited components. Then a new search is restarted from this new solution.
- **Continuous diversification:** This strategy introduces during a search a bias to encourage diversification. For example, the objective function can integrate the frequency occurrence of solution components in the evaluation of current solutions. Frequently applied moves or visited solutions are penalized.
- **Strategic oscillation:** Introduced by Glover in 1989, strategic oscillation allows to consider (and penalize) intermediate solutions that are infeasible. This strategy will guide the search toward infeasible solutions and then come back to a feasible solution.

**Example 2.32 Tabu search for the TSP problem.** Designing a TS for the TSP problem needs the definition of the tabu list (short-term memory), the medium- and long-term memories, and the aspiration criterion:

- The short-term memory maintains a list of $t$ edges and prevents them from being selected for consideration of moves for a number of iterations $l$. After the given number of iterations (tabu tenure), these edges are released. One can use a 2D Boolean matrix to decide if an edge is tabu or not.
- The medium- and long-term memory maintains a list of $t$ edges that have been considered in the last $k$ best (worst) solutions. The process encourages (or discourages) their selection in future solutions using their frequency of...
appearance in the set of elite solutions and the quality of solutions they have appeared.

- The usual aspiration criterion that accepts the tabu moves that generate better solutions than the best found one.

As for the intensification, the diversification of the search is not always useful. It depends on the landscape structure of the target optimization problem. For instance, if the landscape is a “massif central” where all good solutions are localized in the same region of the search space within a small distance, diversifying the search to other regions of the search space is useless. The search time assigned to the diversification and the intensification components of TS must be carefully tuned depending on the characteristics of the landscape structure associated with the problem.

TS has been successfully applied to many optimization problems. Compared to local search and simulated annealing, various search components of TS are problem specific and must be defined. The search space for TS design is much larger than for local search and simulated annealing. The degree of freedom in designing the different ingredients of TS is important. The representation associated with the tabu list, the medium-term memory, and the long-term memory must be designed according to the characteristics of the optimization problem at hand. This is not a straightforward task for some optimization problems. Moreover, TS may be very sensitive to some parameters such as the size of the tabu list.

### 2.6 ITERATED LOCAL SEARCH

The quality of the local optima obtained by a local search method depends on the initial solution. As we can generate local optima with high variability, iterated local search\(^\text{16}\) may be used to improve the quality of successive local optima. This kind of strategy has been applied first in Ref. [531] and then generalized in Refs [518, 726].

In multistart local search, the initial solution is always chosen randomly and then is unrelated to the generated local optima. ILS improves the classical multistart local search by perturbing the local optima and reconsidering them as initial solutions.

**Example 2.33** Multistart local search fails for the graph bisection problem. It has been shown that many (i.e., several thousand) random initial solutions are necessary to afford stable solution quality for the graph bisection problem for instances of size \(n = 500\) [420]. The number of restarts grows rapidly with the size of instances \(n\) (number of nodes) and becomes unreasonable for instances of size \(n = 100,000\), which arises in real-life problems such as VLSI design problems.

The central limit phenomenon in the landscape of an optimization problem implies that when the size of the problem becomes very large, local optima obtained using

\(^{16}\) Also known as iterated descent, large-step Markov chains, and chained local optimization.
different random initial solutions are more or less similar in terms of quality [60]. Hence, simple multistart generally fails for very large problem instances [684].

ILS is based on a simple principle that has been used in many specific heuristics such as the iterated Lin–Kernigham heuristic for the traveling salesman problem [418] and the adaptive tabu search for the quadratic assignment problem [751]. First, a local search is applied to an initial solution. Then, at each iteration, a perturbation of the obtained local optima is carried out. Finally, a local search is applied to the perturbed solution. The generated solution is accepted as the new current solution under some conditions. This process iterates until a given stopping criterion. Algorithm 2.10 describes the ILS algorithm.

**Algorithm 2.10** Template of the iterated local search algorithm.

```
s∗ = local search(s0); /* Apply a given local search algorithm */
Repeat
    s′ = Perturb (s∗, search history); /* Perturb the obtained local optima */
    s∗′ = Local search (s′); /* Apply local search on the perturbed solution */
    s∗ = Accept (s∗, s∗′, search memory); /* Accepting criteria */
Until Stopping criteria
Output: Best solution found.
```

Three basic elements compose an ILS (Fig. 2.28):

- **Local search**: Any S-metaheuristic (deterministic or stochastic) can be used in the ILS framework such as a simple descent algorithm, a tabu search, or simulated annealing. The search procedure is treated as a black box (Fig. 2.29). In the

![FIGURE 2.28 The principle of the iterated local search algorithm.](image-url)
literature, P-metaheuristics are not considered as candidates in the search procedure as they manipulate populations. However, some population-based metaheuristics integrate the concept of perturbation of the (sub)population to encourage the search diversification.

- **Perturbation Method.** The perturbation operator may be seen as a large random move of the current solution. The perturbation method should keep some part of the solution and perturb strongly another part of the solution to move hopefully to another basin of attraction.

- **Acceptance criteria.** The acceptance criterion defines the conditions the new local optima must satisfy to replace the current solution.

Once the S-metaheuristic involved in the ILS framework is specified, the design of ILS will depend mainly on the used perturbation method and the acceptance criterion. Many different designs may be defined according to various choices for implementing the perturbation method and the acceptance criterion.

### 2.6.1 Perturbation Method

The first motivation of the ILS algorithm is based on the fact that the perturbation method must be more effective than a random restart approach, where an independent initial solution is regenerated randomly. This will happen for most real-life optimization problems that are represented by structured search landscapes. For those problems, a biased perturbation must be carried out. However, for some problems and instances, where the landscape is rugged and flat, random restart may be more efficient. A first exercise in designing an ILS algorithm to solve the problem at hand will be to compare the performance of the random restart and the implemented biased perturbation.

A good balance must be found for the biased perturbation. The length of a perturbation may be related to the neighborhood associated with the encoding or with the number of modified components. A too small perturbation may generate cycles in the search and no gain is obtained. The probability to explore other basins of attraction will be low. Moreover, applying a local search to a small perturbation is faster than for large perturbations. Too large a perturbation will erase the information about the search memory, and then the good properties of the local optima are skipped. The extreme of this strategy is the random restart approach. The more effective is the
In S-metaheuristic, the larger the values of the perturbation must be. The optimal length depends mainly on the landscape structure of the optimization problem and must not exceed the correlation length (see Section 2.2.2). Even for a specific problem, it will depend on the instance at hand.

The move operator used in the perturbation may be of different nature from the neighborhood relation used in the local search procedure.

Many biased perturbation methods can be designed according to the following criteria:

- **Fixed or variable perturbations.** The length of the perturbations applied to a local optima may be defined as follows:
  - **Static.** The length is fixed *a priori* before the beginning of the ILS search.
  - **Dynamic.** The length of the perturbation is defined dynamically without taking into account the search memory.
  - **Adaptive.** In this strategy, the length of the perturbation is adapted during the search according to some informations about the search memory. Indeed, the optimal length will depend on the input instance and its structure. More information about the characteristics of the landscape may be extracted during the search.

- **Random or semideterministic perturbation.** The perturbation carried out on a solution may be a random one (memoryless) in which each move is generated randomly in the neighborhood. This leads to a Markovian chain. In semideterministic perturbations, the move is biased according to the memory of the search. For instance, the intensification and the diversification tasks of the tabu search algorithm using the medium-term memory and the long-term memory can be applied. The first approach is more popular in the literature, whereas the second approach needs more advanced and complex search mechanisms to be implemented.

### 2.6.2 Acceptance Criteria

The role of the acceptance criterion combined with the perturbation method is to control the classical trade-off between the intensification and the diversification tasks. The first extreme solution in terms of intensification is to accept only improving solutions in terms of the objective function (strong selection). The extreme solution in terms of diversification is to accept any solution without any regard to its quality (weak selection). Many acceptance criteria that balance the two goals may be applied:

- **Probabilistic acceptance criteria:** Many different probabilistic acceptance criteria can be found in the literature. For instance, the Boltzmann distribution of simulated annealing. In this case, a cooling schedule must be defined.
• **Deterministic acceptance criteria**: Some deterministic acceptance criteria may be inspired from the threshold accepting algorithms and the related algorithms, such as the great deluge and the record-to-record algorithms.

### 2.7 VARIABLE NEIGHBORHOOD SEARCH

Variable neighborhood search has been recently proposed by P. Hansen and N. Mladenovic [560]. The basic idea of VNS is to successively explore a set of predefined neighborhoods to provide a better solution. It explores either at random or systematically a set of neighborhoods to get different local optima and to escape from local optima. VNS exploits the fact that using various neighborhoods in local search may generate different local optima and that the global optima is a local optima for a given neighborhood (Fig. 2.30). Indeed, different neighborhoods generate different landscapes [428].

#### 2.7.1 Variable Neighborhood Descent

The VNS algorithm is based on the variable neighborhood descent, which is a deterministic version of VNS. VND uses successive neighborhoods in descent to a local optimum. First, one has to define a set of neighborhood structures \( N_l \ (l = 1, \ldots, l_{\text{max}}) \). Let \( N_1 \) be the first neighborhood to use and \( x \) the initial solution. If an improvement of the solution \( x \) in its current neighborhood \( N_l(x) \) is not possible, the neighborhood structure is changed from \( N_l \) to \( N_{l+1} \). If an improvement of the current solution \( x \) is found, the neighborhood structure returns to the first one \( N_1(x) \) to restart the search (Fig. 2.31). This strategy will be effective if the different neighborhoods used are complementary in the sense that a local optima for a neighborhood \( N_i \) will not be a local optima in the neighborhood \( N_j \). Algorithm 2.11 shows the VND algorithm.

![FIGURE 2.30](image-url)  
**FIGURE 2.30** Variable neighborhood search using two neighborhoods. The first local optimum is obtained according to the neighborhood 1. According to the neighborhood 2, the second local optimum is obtained from the first local optimum.
The design of the VND algorithm is mainly related to the selection of neighborhoods and the order of their application. The complexity of the neighborhoods in terms of their exploration and evaluation must be taken into account (see Section 2.1.1). The larger are the neighborhoods, the more time consuming is the VND algorithm. Concerning the application order, the most popular strategy is to rank the neighborhoods following the increasing order of their complexity (e.g., the size of the neighborhoods $|N_l(x)|$).

### 2.7.2 General Variable Neighborhood Search

VNS is a stochastic algorithm in which, first, a set of neighborhood structures $N_k$ ($k = 1, \ldots, n$) are defined. Then, each iteration of the algorithm is composed of three steps: shaking, local search, and move. At each iteration, an initial solution is shaken from the current neighborhood $N_k$. For instance, a solution $x'$ is generated randomly in the current neighborhood $N_k(x)$. A local search procedure is applied to the solution $x'$ to generate the solution $x''$. The current solution is replaced by the new local optima $x''$ if and only if a better solution has been found (i.e., $f(x'') < f(x)$). The same search procedure is thus restarted from the solution $x''$ in the first neighborhood $N_1$. If no better solution is found (i.e., $f(x'') \geq f(x)$), the algorithm moves to the next neighborhood $N_{k+1}$, randomly generates a new solution in this neighborhood, and attempts to improve it. Let us notice that cycling is possible (i.e., $x'' = x$). Algorithm 2.12 presents the template of the basic VNS algorithm.
Algorithm 2.12 Template of the basic variable neighborhood search algorithm.

**Input**: a set of neighborhood structures $N_k$ for $k = 1, \ldots, k_{\text{max}}$ for shaking.

$x = x_0$ ; /* Generate the initial solution */

Repeat
$k = 1$ ;

Repeat
Shaking: pick a random solution $x'$ from the $k$th neighborhood $N_k(x)$ of $x$ ;

$x'' = \text{local search}(x')$ ;

If $f(x'') < f(x)$ Then
$x = x''$ ;
Continue to search with $N_1$ ; $k = 1$ ;

Otherwise k=k+1 ;

Until $k = k_{\text{max}}$ ;

Until Stopping criteria

**Output**: Best found solution.

A more general VNS algorithm where the simple local search procedure is replaced by the VND algorithm can be found in Algorithm 2.13.

Algorithm 2.13 Template of the general variable neighborhood search algorithm.

**Input**: a set of neighborhood structures $N_k$ for $k = 1, \ldots, k_{\text{max}}$ for shaking.

a set of neighborhood structures $N_l$ for $k = 1, \ldots, l_{\text{max}}$ for local search.

$x = x_0$ ; /* Generate the initial solution */

Repeat
For $k=1$ To $k_{\text{max}}$ Do
Shaking: pick a random solution $x'$ from the $k$th neighborhood $N_k(x)$ of $x$ ;
Local search by VND ;

For $l=1$ To $l_{\text{max}}$ Do
Find the best neighbor $x''$ of $x'$ in $N_l(x')$ ;

If $f(x'') < f(x')$ Then $x' = x''$ ; $l=1$ ;

Otherwise $l=l+1$ ;
Move or not:
If local optimum is better than $x$ Then
$x = x''$ ;
Continue to search with $N_1$ ($k = 1$) ;

Otherwise k=k+1 ;

Until Stopping criteria

**Output**: Best found solution.

In addition to the design of a simple local search (see Section 2.3) or a VND algorithm, the design of the VNS algorithm is mainly related to the selection of neighborhoods for the shaking phase. Usually, nested neighborhoods are used, where each neighborhood $N_k(x)$ contains the previous one $N_{k-1}(x)$:

$N_1(x) \subset N_2(x) \subset \cdots \subset N_k(x), \forall x \in S$
A compromise must be found between intensification of the search and its diversification through the distribution of work between the local search phase and the shaking phase. An increased work in the local search phase will generate better local optima (more intensification), whereas an increased work in the shaking phase will lead to potentially better regions of the search space (more diversification).

Example 2.34 Nested neighborhoods for the shaking phase. For many combinatorial optimization problems, there is a natural definition of nested neighborhoods. For instance, for routing problems such as the traveling salesman problem and the vehicle routing problem, the $k$-opt operator can be used for different values of $k$ ($k = 2, 3, \ldots$).

As in local search, VNS requires a small number of parameters. For the shaking phase, the single parameter is the number of neighborhood structures $k_{\text{max}}$. If large values of $k_{\text{max}}$ are used (i.e., very large neighborhoods are considered), VNS will be similar to a multistart local search. For small values of $k_{\text{max}}$, VNS will degenerate to a simple local search algorithm.

Example 2.35 Many neighborhoods in a real-life application. This example illustrates the use of many neighborhoods ($k = 9$) to solve a scheduling problem [26]. Many oil wells in onshore fields rely on artificial lift methods. Maintenance services such as cleaning, stimulation, and others are essential to these wells. They are performed by workover rigs. Workover rigs are available in a limited number with respect to the number of wells demanding service. The decision which workover rig should be sent to perform some maintenance services is based on factors such as the well production, the current location of the workover rig in relation to the demanding well, and the type of service to be performed. The problem of scheduling workover rigs consists in finding the best schedule $S^*$ for the available $m$ workover rigs, so as to minimize the production loss associated with the wells awaiting service. A schedule is represented by an ordered set of wells serviced by workover rigs. A variable neighborhood search metaheuristic has been proposed for this problem using the following neighborhoods in the shaking procedure:

1. Swapping of routes (SS) where the wells associated with two workover rigs are exchanged.
2. Swapping of wells from the same workover rig (SWSW) where two wells serviced by the same workover rig are exchanged.
3. Swapping of wells from different workover rigs (SWDW) where two wells affected by two different workover rigs are exchanged.
4. Add/drop (AD) where a well affected by a workover rig is reassigned to any position of the schedule of another workover rig.
5. Two applications of the SWSW transformation.
6. Two applications of the SWDW transformation.
7. Three applications of the SWDW transformation.
8. Successive application of two AD transformations.
9. Successive application of three AD transformations.

Many extensions of the GVNS algorithm have been proposed such as VNDS and SVNS [366]. These extensions are not related to the main concept of the VNS algorithm, which is the neighborhood change. In VNDS, the optimization problem is decomposed into subproblems, whereas in SVNS the algorithm addresses how to get out of large valleys (basin of attraction).

2.8 GUIDED LOCAL SEARCH

Guided local search is a deterministic S-metaheuristic that has been mainly applied to combinatorial optimization problems. Its adaptation to continuous optimization problems is straightforward given that GLS sits on top of a local search algorithm [805]. The basic principle of GLS is the dynamic changing of the objective function according to the already generated local optima [808]. The features of the obtained local optima are used to transform the objective function (Fig. 2.32). It allows the modification of the landscape structure to be explored by an S-metaheuristic to escape from the obtained local optima.

In GLS, a set of \( m \) features \( f_i \) \((i = 1, \ldots, m)\) of a solution are defined. A solution feature defines a given characteristic of a solution regarding the optimization problem to solve. A cost \( c_i \) is associated to each feature. When trapped by a local optima, the algorithm will penalize solutions according to some selected features. To each feature \( i \) is associated a penalty \( p_i \) that represents the importance of the

![Figure 2.32 Guided local search penalizing the solutions found to escape from the local optimum. The objective function is increased according to the features of the obtained solutions.](image-url)
feature. The objective function $f$ associated with a solution $s$ is then penalized as follows:

$$f'(s) = f(s) + \lambda \sum_{i=1}^{m} p_i I_i(s)$$

where $\lambda$ represents the weights associated with different penalties and, $I_i(s)$ an indicator function that determines whether the feature $f_i$ is present in the solution $s$:

$$I_i(s) = \begin{cases} 1 & \text{if the feature } f_i \in s \\ 0 & \text{otherwise} \end{cases}$$

All penalties $p_i$ are initialized to 0.

**Example 2.36 Identification of suitable features.** The application of guided local search to a given optimization problem requires the identification of suitable features of the solutions. The choice of features depends mainly on the model associated with the optimization problem:

- **Routing problems:** In routing problems such as the traveling salesman problem and the vehicle routing problem, a feature may be associated with the presence of an edge $(a, b)$ in the solution. The cost corresponds to the distance (or travel time) associated with the edge.
- **Assignment problems:** In assignment problems, such as the generalized assignment problem and location facility problems, a solution represents an assignment of a given number of objects to a set of locations. A feature may be represented by the pair $(i, k)$, where $i$ represents an object and $k$ represents a specific location.

$$I_{ik}(s) = \begin{cases} 1 & \text{if } s(i) = k \\ 0 & \text{otherwise} \end{cases}$$

The cost will be handled by the cost $c_{ik}$ in assigning the object $i$ to the location $k$.
- **Satisfiability problems:** In satisfiability problems, such as the MAX-SAT, the objective is generally related to the number of violated constraints. A feature may be associated with each constraint. The cost of a feature will be related to the constraint violation.

The main question that arises is the way the features are selected and penalized. The goal is to penalize the features that are present in the obtained local optimum or unfavorable features. Given a local optima $s^*$, a utility $u_i$ is then associated with each
feature \( i \) as follows:

\[
u_i(s^*) = \frac{c_i I_i(s^*)}{1 + p_i}
\]

where \( c_i \) represents the cost of the feature \( i \). For instance, if a given feature \( i \) is not present in the local optimum \( s^* \), the utility of penalizing feature \( i \) is 0. Otherwise, the utility will be proportional to the cost \( c_i \) and inversely proportional to the penalty \( p_i \). Then, the feature associated with the highest utility will be penalized. Its penalty is incremented by 1, and the scaling of the penalty is normalized by \( \lambda \).

On one hand, GLS will intensify the search of promising regions defined by lower costs of the features. On the other hand, the GLS algorithm will diversify the search by penalizing the features of the generated local optima to avoid them. The common use of GLS approach is within a S-metaheuristic (local search) framework. However, an extension to P-metaheuristics can be easily envisaged [839]. In addition to penalizing the objective function, one may take into account the penalties to bias the recombination operators of P-metaheuristics (crossover, mutation, etc.). For instance, the encoded features that contribute more to the penalties will be more likely to be changed in the reproduction operators. For efficiency issues, the incremental evaluation of the objective function in local search (see Section 2.1.4) may be extended easily for the augmented objective functions in GLS. Algorithm 2.14 describes the template of the GLS algorithm.

**Algorithm 2.14** Template of the guided local search algorithm.

Input: S-metaheuristic \( LS \), \( \lambda \), Features \( I \), Costs \( c \).  
\( s = s_0 \) /* Generation of the initial solution */  
\( p_i = 0 \) /* Penalties initialization */  
Repeat  
Apply a S-metaheuristic \( LS \) ; /* Let \( s^* \) the final solution obtained */  
For each feature \( i \) of \( s^* \) Do  
\( u_i = \frac{c_i I_i(s^*)}{1 + p_i} \) /* Compute its utility */  
\( u_j = \max_{i=1,...,m}(u_i) \) /* Compute the maximum utilities */  
\( p_j = p_j + 1 \) /* Change the objective function by penalizing the feature \( j \) */  
Until Stopping criteria /* e.g. max number of iterations or time limit */  
Output: Best solution found.

The input design parameters of the GLS algorithm are represented by the choice of the features (indicator function), their costs, and the \( \lambda \) parameter. The features and the costs are related to the optimization problem at hand. The literature suggests that the performance of the algorithm is not very sensitive to the value of \( \lambda \) [556]. Large values of \( \lambda \) will encourage the diversification, while small values of \( \lambda \) will intensify the search around the local optima. A common strategy to initialize \( \lambda \) consists in dividing the value of the objective function of the local optimum by the average number of features present in the local optimum or near the average change of the objective
function in the neighborhood. The more the S-metaheuristic used is effective, the less is the value of the $\lambda$ parameter. The penalty needed to escape from local optima must decrease with the increase of the effectiveness of the S-metaheuristic used within GLS.

**Example 2.37** Guided local search for the symmetric TSP. A solution of the TSP is encoded by a permutation $s$. The original objective function consists in minimizing the total distance:

$$f(s) = \sum_{i=1}^{n} d_{i,s(i)}$$

where $n$ represents the number of cities. As mentioned above, the features of the TSP may be represented by the edges composing a tour. Then, the indication of the presence of a feature may be represented as follows:

$$I_{i,j}(s) = \begin{cases} 
1 & \text{if edge } (i, j) \in s \\
0 & \text{otherwise}
\end{cases}$$

The cost associated with an edge $(i, j)$ is the distance $d_{ij}$. Penalties are represented by a matrix $P_{n,n}$, where $p_{ij}$ represents the penalty of the edge $(i, j)$. All the elements of the matrix $P$ are initialized to 0. The augmented objective function of the problem is given by

$$f'(s) = \sum_{i=1}^{n} d_{i,s(i)} + \lambda p_{i,s(i)}$$

The utility function is defined as follows:

$$u(s^*, (i, j)) = I_{i,j}(s) \frac{d_{ij}}{1 + p_{ij}}$$

### 2.9 OTHER SINGLE-SOLUTION BASED METAHEURISTICS

Some existing S-metaheuristics use other strategies to escape from local optima. Search space smoothing and noisy methods are based on the transformation of the landscape of the problem by changing the input data associated with the problem altering the objective function.

#### 2.9.1 Smoothing Methods

Search space smoothing consists in modifying the landscape of the target optimization problem [326,343]. The smoothing of the landscape associated with the problem
reduces the number of local optima and the depth of the basins of attraction without changing the location region of the global optimum of the original optimization problem (Fig. 2.33). The search space associated with the landscape remains unchanged, and only the objective function is modified. Once the landscape is smoothed by "hiding" some local optima, any S-metaheuristic (or even a P-metaheuristic) can be used in conjunction with the smoothing technique.

The main idea of the smoothing approach is the following: given a problem instance in a parameter space, the approach will transform the problem into a sequence of successive problem instances with different associated landscapes. Initially, the most simplified smoothed instance of the problem is solved. A local search is then applied. The probability to be trapped by a local optima is minimized. In the ideal case, there is only one local optimum that corresponds to the global optimum (Fig. 2.34). The less the number of local optima, the more efficient a S-metaheuristic. Then, a more complicated problem instance with a rougher landscape is generated. It takes the solution of the previously solved problem as an initial solution and further improves that solution. The solutions of smoothed landscapes are used to guide the search in more rugged landscapes. Any S-metaheuristic can be used in conjunction with the smoothing operation. The last step of the approach consists in solving the original problem.

If the global minimum in the smoothed landscape is used as the initial solution in the original space (see Fig. 2.34), the probability to find the global optimum in the original space may increase considerably.

The main design question concerns the smoothing operation. There are many strategies to smooth a landscape. The smoothing factor $\alpha$ is used to characterize the strength of a smoothing operation. Using different levels of strength will generate various degrees of smoothness. When $\alpha = 1$, there is no smoothing operation, and the landscape is the same as the original one. A smoothing operation is carried out if $\alpha > 1$. The larger the smoothing factor ($\alpha >> 1$), the stronger a smoothing operation and more

**FIGURE 2.33** Search space smoothing that results in an easiest problem to solve. The smoothed landscape has less local optima than the original one.
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FIGURE 2.34 Successive smoothing of the landscape. The solution found at the step \( i \) will guide the search at the iteration \( i + 1 \) in a more rugged landscape.

flat a landscape. Algorithm 2.15 illustrates the principles of the smoothing algorithm. The original idea of the algorithm relies on the reduced complexity of solving smoothing instances of the original problem and the effectiveness of using intermediate local optima solutions to guide the search toward increasingly complex instances.

Algorithm 2.15 Template of the smoothing algorithm.

Input: S-metaheuristic \( LS \), \( \alpha_0 \), Instance \( I \).

\[ s = s_0 ; \] /* Generation of the initial solution */

\[ \alpha = \alpha_0 ; \] /* Initialization of the smoothing factor */

Repeat

\[ I = I(\alpha) ; \] /* Smoothing operation of the instance \( I \) */

\[ s = LS(s, I) ; \] /* Search using the instance \( I \) and the initial solution \( s \) */

\[ \alpha = g(\alpha) ; \] /* Reduce the smoothing factor, e.g. \( \alpha = \alpha - 1 \) */

Until \( \alpha < 1 \) /* Original problem */

Output: Best solution found.

Example 2.38 Smoothing operation for the TSP. The smoothing strategy has been applied successfully to many discrete optimization problems [326]. In the case of the TSP, the smoothing operation is based on the fact that a trivial case for the TSP is the one where all the distances between cities are equal: \( d_{ij} = \bar{d}, \forall i, j \), where

\[ \bar{d} = \frac{1}{n(n-1)} \sum_{i \neq j} d_{ij} \]
represents the average distance over all the edges. In this case, any tour represents a
global optimum solution, and the landscape is flat.
The strength of a smoothing may be represented by the following equation:

\[ d_{ij}(\alpha) = \begin{cases} \bar{d} + (d_{ij} - \bar{d})^\alpha & \text{if } d_{ij} \geq \bar{d} \\ \bar{d} - (\bar{d} - d_{ij})^\alpha & \text{if } d_{ij} < \bar{d} \end{cases} \]

where \( \alpha \geq 1 \) represents the strength of the smoothing. At each step, the strength \( \alpha \) is decreased from a large number (e.g., 10) to 1. Thus, a sequence of more rugged
landscapes are generated and searched. The two extreme cases of the sequence are

- \( d_{ij}(\alpha) \to \bar{d} \) when \( \alpha \gg 1 \). This flat landscape represents the first instance of the
sequence.
- \( d_{ij}(\alpha) = d_{ij} \) when \( \alpha = 1 \). The last landscape of the sequence represents the original
problem.

The main parameters of the smoothing algorithm are the appropriate choice of
the initial value of the smoothing factor \( \alpha \) and its controlling strategy. The larger the
initial value of the smoothing factor \( \alpha_0 \), the more time consuming the algorithm.

Some meta-modeling strategies (see Section 1.4.2.5) may also be used to approx-
imate and smooth the objective function such as Gaussian kernels [833] and global
polynomial models [505].

2.9.2 Noisy Method

The noisy method is another S-metaheuristic algorithm that is based on the landscape
perturbation of the problem to solve [124]. Instead of taking the original data into
account directly, the NM considers that they are the outcomes of a series of fluctuating
data converging toward the original ones. Some random noise is added to the objective
function \( f \). At each iteration of the search, the noise is reduced. For instance, the
noise is initially randomly chosen into an interval \([-r, +r]\). The range of the interval \( r \)
decreases during the search process until a value of 0. Different ways may be used
to decrease the noise rate \( r \).

The noising method can be considered as a succession of local searches applied
to perturbed data. The data parameters are replaced by “noised” data. For instance, if
the input data are completely represented by a graph \( G = (V, E) \) and the considered
parameters are the weights \( w_{ij} \) of the edges \((i, j)\), the noising method will replace
those values as follows:

\[ w_{ij}^{\text{noised}} = w_{ij} + \rho_{ij} \]

where \( \rho_{ij} \) is a noise. Then, a local search procedure is applied to the noised graph. Once
a local optimum is obtained, the noise rate \( r \) is decreased by decreasing the standard
deviation or the absolute value of the mean. The search terminates when the noise
is low enough. The extreme stopping criterion is when the mean and the standard
deviation of the noise are equal to 0. Contrary to traditional S-metaheuristics, an improving move may be rejected in the noising algorithm. As in simulated annealing, for instance, a nonimproving move may be accepted.

A more general noising method considers the original data, but the noise is considered in computing the incremental evaluation of the neighbor $s'$ obtained by a transformation carried on the current solution $s$. Instead of considering the original variation $\Delta(s, s')$, a noised variation $\Delta_{\text{noised}}(s, s')$ is considered by adding a noise to $\Delta(s, s')$: $\Delta_{\text{noised}}(s, s') = \Delta(s, s') + \rho_k$, where $\rho_k$ is a noise changing at each iteration $k$ and depending on the noise rate. This second noising method is a more general one in the sense that the first one may be reduced to this method by summing up the impact of the noises added to the data. The main difference between the two strategies is that randomness does not occur in the same way. In the first noising method, after fixing the noises affecting the original data, the local search process can be deterministic, while in the second noising method, randomness takes place at each iteration of the local search. Algorithm 2.16 shows the general template of the noising algorithm.

Algorithm 2.16 Template of the noising method.

Input: $r$.
\[
\begin{align*}
    s & = s_0 ; \quad /\ast \text{Generation of the initial solution} \ast/ \\
    r & = r_{\text{max}} ; \quad /\ast \text{Initialization of the noising factor} \ast/ \\
\end{align*}
\]
Repeat
\[
\begin{align*}
    \Delta_{\text{noised}}(s, s') & = \Delta(s, s') + r ; \quad /\ast \text{Noising operation of } f \ast/ \\
    s & = LS(s, r) ; \quad /\ast \text{Search using the noising factor } r \ast/ \\
    r & = g(r) ; \quad /\ast \text{Reduce the noising factor} \ast/ \\
\end{align*}
\]
Until $r = r_{\text{min}} ; \quad /\ast \text{Original problem} \ast/

Output: Best solution found.

The are different ways to add noise to data. The choice of the noising method scheme may have a great impact on the performance of the noising algorithm. A noise is a value taken by a certain random variable following a given probability distribution (e.g., a uniform law or a Gaussian one). The mean and the standard deviation of this probability distribution converge toward 0, and the standard deviation decreases during the search process. The added noise is progressively reduced and becomes nonexistent. The noise rate $r$ introduced characterizes the “strength” of the noise for a chosen probability distribution. Then the decreasing of the noise is obtained by decreasing the noise rate $r$.

For other S-metaheuristics, some parameters must be tuned for the noising method:

- **Noise rate**: The extremal values of the noise rate $r_{\text{max}}$ and $r_{\text{min}}$ depend on the data. It is always possible to choose $r_{\text{min}} = 0$.
- **Decreasing noise rate**: The geometrical decreasing function is usually used ($r = r^\alpha$ with $\alpha \in [0, 1]$). More advanced noising methods may be applied [125] (Fig. 2.35).
• **Probability distribution:** In adding the noise, it is possible to apply different probability distributions. In most of the cases, uniform distribution is applied. The noise added could be nonuniform and even close to a Gaussian distribution. The efficiency of a given probability distribution depends on the problem to solve. There is no absolute best probability distribution for all problems.

**Example 2.39 Noising algorithm for graph partitioning.** Given a complete nonoriented graph \( G = (V, E) \) weighted by positive or negative integers, find a partition of \( V \) into subsets of which the number is not fixed. The objective is to minimize the sum of the weights of edges with their two extremities in the same subset. A noising method where the noise is randomly added to the weights of the edges, with a uniform distribution into \([-r, +r]\) and a arithmetical decrease of the noise rate \( r \), may be applied [124]. Noised local searches are alternated with unnoised ones. There is a periodical restart of the current solution. The edges have weights in the range \([-w_{\text{max}}, w_{\text{max}}]\). The neighborhood consists in transferring a vertex from the subset to which it currently belongs to another one, which can be empty if we want to create a new subset (if a solution is coded by associating with each vertex the number of the subset to which it belongs, then this neighborhood is a substitution). The examination of the neighborhood for the local search (the noised ones as well as the unaugmented ones) is systematic. The best tuning of the parameters depends on the studied graphs: the maximum rate noise \( r_{\text{max}} \) is chosen between \( 0.8w_{\text{max}} \) and \( 0.95w_{\text{max}} \) and the minimum rate noise \( r_{\text{min}} \) is chosen between \( 0.15w_{\text{max}} \) and \( 0.5w_{\text{max}} \). For instance, using \( 0.8w_{\text{max}} \) for \( r_{\text{max}} \) and \( 0.4w_{\text{max}} \) for \( r_{\text{min}} \) good results have been obtained. Of course, the total number of iterations depends on the search time that the user wishes to spend to solve the problem. For the frequency of the restart, if \( \alpha \) denotes the number of pairs (noised local search, unaugmented local search) applied between two restarts and \( \beta \) the number of restarts (so the total number of noised local searches and unaugmented ones is equal to \( \alpha \beta \)), then a good tuning of \( \alpha \) and \( \beta \) was to choose \( \alpha \) between \( \beta \) and \( 2\beta \).
Example 2.40 Different noising methods for a clique partitioning problem. Let us consider the clique partitioning problem of Example 2.22. Different noising methods may be applied to the weights of the input graph or on incremental evaluation of the objective function [125]:

- **Uniform noise:** For a node \(i\) and for each current class \(C\), \(W_{\text{noised}}(i, C)\) is given by the sum of \(W(i, C)\) and a noise \(\rho \times \text{rate}\) where \(\rho\) is randomly picked in the interval \([-1, 1]\) with a uniform law.

\[
W_{\text{noised}}(i, C) = W(i, C) + \rho \times \text{rate}
\]

- **Logarithmic noise:** For a node \(i\) and for each current class \(C\), the added noise will be

\[
W_{\text{noised}}(i, C) = W(i, C) + \log(\rho) \times \text{rate}
\]

where \(\rho\) is picked with a uniform random law in the interval \([0, 1]\).

- **Relative uniform noise:** Here, the noise is added to the weights of the input graph. Then, for a vertex \(i\) and for each current class \(C\), we have

\[
W_{\text{noised}}(i, C) = \sum_{j \in C, i \neq j} w(i, j) \times (1 + \rho_j \times \text{rate})
\]

where \(\rho_j\) is chosen with a uniform random law in the interval \([-1, 1]\).

- **Forgotten vertices noise:** In this unusual noising method, some selected nodes of the graph will not participate in the cyclic exploration of the neighborhood of a solution \(s\). At each neighborhood exploration, a given percentage (rate) of vertices of the input graph \(G\) are removed from the exploration. The best perturbed class for a forgotten node is not searched. For a nonforgotten node, the following value is minimized to find the best class for a nonforgotten node:

\[
W_{\text{noised}}(i, C) = \sum_{j \in C, i \neq j, \text{nonforgotten}} w(i, j)
\]

- **Forgotten edge noise:** Instead of deleting nodes, this noised method forgets some edges of the graph. The rate \(\rho\) denotes the probability that the edge \((i, j)\) is forgotten (random uniform law). For each node \(i\) and for each current class \(C\) of the current solution,

\[
W_{\text{noised}}(i, C) = \sum_{j \in C, i \neq j, \text{nonforgotten}} w(i, j)
\]
2.9.3 GRASP

The GRASP metaheuristic is an iterative greedy heuristic to solve combinatorial optimization problems. It was introduced in 1989 [255]. Each iteration of the GRASP algorithm contains two steps: construction and local search [256]. In the construction step, a feasible solution is built using a randomized greedy algorithm, while in the next step a local search heuristic is applied from the constructed solution. A similar idea, known as the semigreedy heuristic, was presented in 1987, where a multistart greedy approach is proposed but without the use of local search [367]. The greedy algorithm must be randomized to be able to generate various solutions. Otherwise, the local search procedure can be applied only once. This schema is repeated until a given number of iterations and the best found solution are kept as the final result. We notice that the iterations are completely independent, and so there is no search memory. This approach is efficient if the constructive heuristic samples different promising regions of the search space that makes the different local searches generating different local optima of “good” quality. Algorithm 2.17 resumes the template for the GRASP algorithm. The seed is used as the initial seed for the pseudorandom number generator.

Algorithm 2.17 Template of the greedy randomized adaptive search procedure.

Input: Number of iterations.
Repeat
   \[ s = \text{Random-Greedy(seed)} ; /\ast \text{ apply a randomized greedy heuristic } /\ast \]
   \[ x' = \text{Local-Search}(s) ; /\ast \text{ apply a local search algorithm to the solution } /\ast \]
Until Stopping criteria /\ast e.g. a given number of iterations \ast /
Output: Best solution found.

The main design questions for GRASP are the greedy construction and the local search procedures:

- **Greedy construction:** In the constructive heuristic, as mentioned in Section 1.3.4, at each iteration the elements that can be included in the partial solution are ordered in the list (decreasing values) using the local heuristic. From this list, a subset is generated that represents the restricted candidate list. The RCL list is the key component of the GRASP metaheuristic. It represents the probabilistic aspect of the metaheuristic. The restriction criteria may depend on
  - **Cardinality-based criteria:** In this case, the RCL list is made of the \( p \) best elements in terms of the incremental cost, where the parameter \( p \) represents the maximum number of elements in the list.
  - **Value-based criteria:** It is the most commonly used strategy [649]. It consists in selecting the solutions that are better than a given threshold value. Let \( e^{\text{max}} \) (resp. \( e^{\text{min}} \)) be the maximum (resp. the minimum) values for the set of elements
using the local heuristic. The list RCL may be constructed as follows:

\[
\{ e_i/c_i \leq c_{\text{min}} + \alpha (c_{\text{max}} - c_{\text{min}}) \}
\]

where \( \alpha \) is a user-defined parameter.

At each iteration, a random element is picked from the list RCL. Once an element is incorporated in the partial solution, the RCL list is updated. To update the RCL list, the incremental costs \( c'(e) \) of the elements \( e \) composing the RCL list must be reevaluated. Algorithm 2.18 shows the template of the randomized part of the GRASP metaheuristic.

**Algorithm 2.18** Template of the greedy randomized algorithm.

```
s = {} ; /* Initial solution (null) */
Evaluate the incremental costs of all candidate elements ;
Repeat
   Build the restricted candidate list RCL ;
   /* select a random element from the list RCL */
   e_i = Random-Selection(RCL) ;
   If s \cup e_i \in F Then /* Test the feasibility of the solution */
      s = s \cup e_i ;
   Reevaluate the incremental costs of candidate elements ;
Until Complete solution found.
```

- **Local search:** Since the solutions found by the construction procedure are not guaranteed to be local optima, it is beneficial to carry out a local search step in which the constructed solution is improved. Traditionally, a simple local search algorithm is applied. Nevertheless, any S-metaheuristic can be used: tabu search, simulated annealing, noisy method, and so on.

**Example 2.41 GRASP for the capacitated minimum spanning tree problem.** The capacitated minimum spanning tree problem is a key problem in network design such as in telecommunication and transportation applications. It consists in connecting a set of customer nodes to a root node through a minimum cost connected network subjected to a capacity constraint on all connections. Given a connected undirected graph \( G = (V, E) \), where \( V = \{v_1, \ldots, v_n\} \) represents the set of vertices and \( E \) is the set of edges. Each node (resp. edge) is weighted by nonnegative integers \( b_i \) (resp. \( c_{ij} \)). The weight \( c_{ij} \) represents the cost of the edge, whereas \( b_i \) represents the flow of the node. Given an integer \( Q \) denoting the capacity that must not be exceeded by any edge and a node \( r \in V \) defining the sink node (concentrator or central node) to which all the flows go. The CMST consists of finding a minimum spanning tree \( T \) of \( G \) that minimizes the total cost of edges and satisfies the following constraint: the sum of the weights of vertices in each connected component of the graph induced in \( T \) by \( V \setminus \{r\} \) is less than or equal to \( Q \); that is, for each subtree originated from the root \( r \), the total flow does not exceed the link capacity \( C \).
The greedy heuristic is based on the well-known saving heuristic EW of Esau and Williams [246]. This greedy heuristic is popular and widely used in metaheuristics to solve constrained spanning tree problems. Initially, every node is connected directly to the sink node. Hence, there are as many subtrees as the number of nodes. The iteration step consists of selecting the two nodes \( i \) and \( j \) belonging to two different subtrees and providing the largest saving and satisfying the capacity constraint. The saving is defined as

\[
s_{ij} = (G_i + G_j) - (G_i + c_{ij}) = G_j - c_{ij}
\]

where \( G_i \) and \( G_j \) are the costs of the links connecting the subtrees associated with vertices \( i \) and \( j \) to the sink node. Since the nodes of \( V_j \) have an edge \((r, i)\) as a new link with connection cost \( G_i \), the savings can be computed as follows:

\[
s_{kl} = \begin{cases} 
    s_{kl} - G_j + G_i & \text{for } k \in V \setminus (V_i \cup V_j \cup r) \text{ and } l \in V_j \\
    0 & \text{for } k, l \in V_j \text{ and } k \neq l \\
    s_{kl} & \text{otherwise}
\end{cases}
\]

The algorithm stops when there is no more pair of nodes with positive saving or not exceeding the capacity constraint. The time complexity of the algorithm is \( O(n^2 \log(n)) \), where \( n \) is the number of nodes of the graph \( G \) \((n = |V|)\). Figure 2.36 illustrates the application of the saving heuristic EW to a given graph.

Let \( C \) be the set of all candidate edges, that is, edges satisfying the capacity constraint and belonging to two different subtrees. The saving associated with candidate edges is used to randomize the heuristic. The RCL list associated with the randomized greedy

**FIGURE 2.36** An iteration of the saving heuristic EW. (a) We have two subtrees of vertices \( \{1, i, 3\} \) and \( \{2, j, 4\} \). We suppose that \( s_{ij} \) is the largest saving so that the total flow of vertices \( \{1, 2, 3, 4, i, j\} \) does not exceed the capacity \( Q \). (b) Represents the new solution after merging the nodes \( i \) and \( j \).
heuristic is defined as follows [190]:

\[ RCL = \{ (i, j) \in C : s_{ij} > s_{\text{min}} + \alpha \cdot (s_{\text{max}} - s_{\text{min}}) \} \]

where \( s_{\text{min}} \) (resp. \( s_{\text{max}} \)) represents the minimum (resp. maximum) saving of the candidate edges \((i, j) \ (i, j) \in C\). Then, any local search algorithm may be applied to the constructed solution.

The main parameter for GRASP is \( \alpha \) parameter \((\alpha \in [0, 1])\). It defines the compromise between search exploitation (intensification using more greediness) and search exploration (diversification using more randomness). In fact, small values for \( \alpha \) allow larger values for the average quality of the RCL list elements and then encourage exploitation. When \( \alpha = 1 \), the algorithm is a deterministic greedy algorithm. When \( \alpha = 0 \), the algorithm is a random greedy algorithm. Smaller values for \( \alpha \) generate more elements in the list RCL and then encourage diversification. Many experimental results show a Gaussian normal distribution for the obtained solutions. Figure 2.37 shows the distribution of the constructed solutions as a function of \( \alpha \) parameter [649]. The smaller is the \( \alpha \) parameter, the larger is the variance between the solutions of the construction phase and worst is the average quality of solutions.

The performance of the GRASP metaheuristic is very sensitive to \( \alpha \) parameter. Since this parameter is critical, many strategies may be applied for its initialization:

- **Static:** In the static strategy, the value of \( \alpha \) is initialized to a constant value before the search. The commonly used range is naturally closer to the greedy choice: \([0.7, 0.9]\).

![FIGURE 2.37 The distribution of the obtained local optima as a function of \( \alpha \) parameter. We suppose a minimization problem in which small values of \( \alpha \) tend to a purely random greedy search.](image-url)
Dynamic: The dynamic strategy often initializes the $\alpha$ value to a random value at each iteration of the GRASP metaheuristic. For instance, a uniform distribution may be used in the range $[0.5, 0.9]$, or a decreasing nonuniform distribution.

Adaptive: In this strategy, the value of $\alpha$ is self-tuned. The value is updated automatically during the search function of the memory of the search.

Example 2.42 Self-tuning in reactive GRASP. In reactive GRASP, the value of the parameter $\alpha$ is periodically updated according to the quality of the obtained solutions [623]. At each iteration, the parameter value is selected from a discrete set of possible values $\Psi = \{\alpha_1, \ldots, \alpha_m\}$. The probability associated with each $\alpha_i$ is initialized to a same value $p_i = 1/m$, $i \in [1, \ldots, m]$. The adaptive initialization in the reactive GRASP consists in updating these probabilities according to the quality of solutions obtained for each $\alpha_i$. Let $z^*$ be the incumbent solution and $A_i$ the average value of all solutions found using $\alpha = \alpha_i$. Then, the probability $p_i$ for each value of $\alpha$ is updated as follows:

$$p_i = \frac{q_i}{\sum_{j=1}^{m} q_j}, \quad i \in [1, \ldots, m]$$

where $q_i = z^*/A_i$. Hence, larger values of $p_i$ correspond to more suitable values for the parameter $\alpha_i$.

In addition to the parameters associated with the randomized greedy heuristic, the GRASP metaheuristic will inherit the parameters of the embedded S-metaheuristic. The larger is the variance between the solutions of the construction phase, the larger is the variance of the obtained local optima. The larger is the variance between the initial solutions, the better is the best found solution and the more time consuming is the computation.

2.10 S-METAHEURISTIC IMPLEMENTATION UNDER ParadisEO

ParadisEO–MO (moving objects) is the module of the software framework ParadisEO dedicated to the design of single-solution based metaheuristics (S-metaheuristics). An important aspect in ParadisEO–MO is that the common search concepts of both metaheuristics and S-metaheuristics are factored. All search components are defined as templates (generic classes). ParadisEO uses the genericity concept of objects to make those search mechanisms adaptable. The user implements an S-metaheuristic by deriving the available templates that provide the functionality of the different search components: problem-specific templates (e.g., objective function, representation) and problem-independent templates (e.g., neighbor selection, cooling schedule, and stopping criteria).
In ParadisEO-MO, the \texttt{moAlgo} template represents an S-metaheuristic such as local search (hill climbing), tabu search, simulated annealing, and iterated local search (Fig. 2.38). Figure 2.43 shows the common concepts and relationships in single-solution based metaheuristics. Hence, most of the search components will be reused by different S-metaheuristics. The aim of this section is to show not only the easy way to design an S-metaheuristic but also the high flexibility to transform an S-metaheuristic to another one reusing most of the design and implementation work. The different implementations are illustrated using the symmetric TSP problem.

### 2.10.1 Common Templates for Metaheuristics

As seen in Chapter 1, the common search components that have to be designed for any metaheuristic are

- **Objective function:** The objective function is associated with the template \	exttt{eoEvalFunc}, which is a problem-specific template. For the TSP problem, it corresponds to the total distance. It is straightforward to implement.

- **Representation of solutions:** The encoding used for the TSP is based on permutations. Hence, an object \texttt{Route} is designed to deal with this structure. It corresponds to a permutation vector and its associated fitness. This is also a problem-specific template. However, one can reuse some popular representations. In fact, in ParadisEO, the template associated with the encoding of solutions defines, for instance, the binary, discrete vector, real vectors, and trees. Those encodings may be reused to solve an optimization problem.

- **Stopping criteria:** The stopping criteria for hill climbing are implicit, that is, the algorithm stops when a local optimal solution is found. Then there is nothing to specify.
2.10.2 Common Templates for S-Metaheuristics

As seen in this chapter, the common search components for S-metaheuristics are

- **Initial solution**: As shown in Section 2.1.3, the initial solution may be generated randomly or by any other heuristic (e.g., available algorithm as a template moAlgo or user-specified greedy algorithm).

- **Neighborhood structure and its exploration**: A neighborhood for the TSP may be defined by the 2-opt operator. A class TwoOpt is then derived for the template moMove, which represents a move. Hence, a TwoOpt object is a moMove that can be applied to an object of type Route associated with the representation. To specify the exploration order of the neighborhood, the following templates have to be defined:
  - **First move**: The template moMoveInit defines the initial move to apply. The corresponding class in our example is
    $$\text{class TwoOptInit : public moMoveInit</TwoOpt>$$
  - **Next move**: The template moNextMove defines the next move to apply. This template also has to check the end of the exploration.

- **Incremental evaluation function**: The incremental objective function is associated with the template moIncrEval. The user must derive this template to implement the function. According to a solution and a move, this template is able to compute the fitness of the corresponding neighbor with a higher efficiency.

2.10.3 Local Search Template

Figure 2.39 shows the architecture of the hill-climbing template moHC. Once the common templates for all metaheuristics and S-metaheuristics are defined, only one search component is left, the neighbor selection strategy. The template associated with the selection strategy of the next neighbor is moMoveselect. The usual standard strategies are available in the template (see Section 2.3.1). The user has to choose one of them:

- **Best improvement** which corresponds to moBestImprSelect template.
- **First improvement** which corresponds to moFirstImprSelect template.
- **Random improvement** which corresponds to moRandImprSelect template.

From those defined templates, building a hill-climbing algorithm is completely done. The detailed description of the program associated with a hill-climbing algorithm using the defined search components and their associated templates is as follows:

---

As the framework is a white box, the user can also design other selection strategies.
FIGURE 2.39 UML diagram of the hill-climbing template moHC. The templates moEvalFunc, moNextMove, moMoveIncrEval, and moMoveInit are problem specific and need to be completed by the user. The template moMoveSelect is problem independent, that is, "plug and play" that can be completely reused.

```java
//An initial solution.
Route route;
//An eoInit object (see ParadisEO-EO).
RouteInit route_init;
//Initialization.
route_init(route);
//The eoEvalFunc.
RouteEvaluation full_eval;
//Solution evaluation.
full_eval(route);
//The moMoveInit object.
TwoOptInit two_opt_init;
//The moNextMove object.
TwoOptNext two_opt_next;
//The moIncrEval object.
TwoOptIncrEval two_opt_incr_eval;
//The moMoveSelect.
moFirstImprSelect <TwoOpt> two_opt_select;
//or moBestImprSelect <TwoOpt> two_opt_select;
//or moRandImprSelect <TwoOpt> two_opt_select;
//or MyMoveSelect <TwoOpt> two_opt_select;
//The moHC object.
moHC <TwoOpt> hill_climbing (two_opt_init, two_opt_next,
two_opt_incr_eval, two_opt_select, full_eval);
//The HC is launched on the initial solution.
hill_climbing(route);
```
A great advantage of using ParadisEO is that the user has to modify a given template (problem specific such as the objective function or problem independent such as the neighbor selection strategy), only the concerned template is updated; there is no impact on other templates and on the whole algorithm. For instance, if the user wants to define his own neighbor selection strategy, he can design a class for the TwoOpt move and use it as follows:

```cpp
class MyMoveSelectionStrategy : public moMoveSelect<TwoOpt>
```

Another advantage of using the software framework is the ability to extend a metaheuristic to another metaheuristic in an easy and efficient manner. In the next section, it is shown how the hill-climbing algorithm has been evolved to tabu search, simulated annealing, and iterated local search. Most of the search components and their associated templates are reused.

### 2.10.4 Simulated Annealing Template

Figure 2.40 shows the architecture of the simulated annealing template `moSA`. If a comparison between Figs 2.39 and 2.40 is done, one can notice that most of the templates (search components) are the same.

The following search components and their associated templates are reused from the hill-climbing S-metaheruristic (moHC):

- Objective function that corresponds to the template `eoEvalFunc`.
- Incremental evaluation function that corresponds to `moMoveIncrEval`.

In addition to the search components associated with local search, the following components have to be defined for simulated annealing algorithm in the template `moSA`:

![UML diagram of the simulated annealing template moSA](image)

**FIGURE 2.40** UML diagram of the simulated annealing template `moSA`. The template `moMoveRand` is specific to the problem; that is, the user has to define it, and the templates `moCoolingSchedule` and `moSolContinue` are problem independent and ready to use.
• **Cooling schedule:** The cooling schedule of simulated annealing is specified in the template `moCoolingSchedule`. Some cooling functions are available, such as the linear function `moLinearCoolingSchedule` and the geometric one `moExponentialCoolingSchedule`.

• **Stopping criteria** For any S-metaheuristic (e.g., tabu search), many defined stopping criteria in the template `moSolContinue` may be used.

• **Random neighbor generation:** The template `moMoveRand` defines how a random neighbor is generated.

In the following simulated annealing program, the lines different from the hill-climbing program are represented in bold. It is easy to extract the characteristics of the implemented SA: a maximum number of iterations as stopping criteria, the Boltzmann distribution acceptance probability, and so on.

```java
// An initial solution.
Route route;
// An eoInit object (see ParadisEO-EO).
RouteInit route_init;
// Initialization.
route_init(route);
// The eoEvalFunc.
RouteEvaluation full_eval;
// Solution evaluation.
full_eval(route);
// The moRandMove object.
TwoOptRand two_opt_rand;
// The moIncrEval object.
TwoOptIncrEval two_opt_incr_eval;
// The chosen cooling schedule object.
moExponentialCoolingSchedule cool_sched (Tmin, ratio);
// or moLinearCoolingSchedule cool_sched (Tmin, quantity);
// or MyCoolingSchedule cool_sched;
// The moSolContinue.
moGenSolContinue <Route> cont (max_step);
// The moSA object.
moSA <TwoOpt> simulated_annealing (two_opt_rand, two_opt_incr_eval,
    cont, Tinit, cool_sched, full_eval);
// The simulated_annealing is launched on the initial solution.
simulated_annealing (route );
```

### 2.10.5 Tabu Search Template

Figure 2.41 shows the architecture of the tabu search template `moTS`. If a comparison between Figs 2.39 and 2.41 is done, one can notice that most of the templates (search components) are the same.
The following search components and their associated templates are reused from the hill-climbing S-metaheuristic (moHC):

- Objective function that corresponds to the template \( \text{eoEvalFunc} \).
- Incremental evaluation function that corresponds to \( \text{moMoveIncrEval} \).
- Neighborhood structure and its exploration that corresponds to the templates \( \text{moMoveInit} \), \( \text{moNextMove} \).

To design a tabu search algorithm, only the following search components have to be defined in the template \( \text{moTS} \):

- **Aspiration criteria** that corresponds to the template \( \text{moAspirCrit} \). Two aspiration criteria are provided: the \( \text{moNoAspirCrit} \) that always rejects a move and the \( \text{moImpBestFitAspirCrit} \) that accepts a move if the fitness of the neighbor is better than the best found solution.
- **Tabu list (short-term memory)** that corresponds to the template \( \text{moTabuList} \). Two basic tabu lists already exist: the ready-to-use template \( \text{moSimpleMoveTabuList} \) that contains the moves and the template \( \text{moSimpleSolutionTabuList} \) that contains the solutions.
- **Stopping criteria** that corresponds to the template \( \text{moSolContinue} \). This template allows to select different stopping criteria for tabu search such as:
  - \( \text{moGenSolContinue} \), where the S-metaheuristic stops after a given maximum number of iteration.
  - \( \text{moFitSolContinue} \), where the algorithm continues its execution until a target fitness (quality) is reached.
  - \( \text{moNoFitImprSolContinue} \), where the algorithm stops when the best found solution has not be improved since a given number of iterations.
  - \( \text{moSteadyFitSolContinue} \), a combination of the first and the third criteria: the algorithm performs a given number of iterations and then it stops if the best found solution is not improved for a given number of iterations.
In the following tabu search program, the lines different from the hill-climbing program are represented in bold. It is easy to extract the characteristics of this tabu search: a maximum number of iterations as stopping criterion.

```
// An initial solution.
Route route;
// An eoInit object (see ParadisEO-EO).
RouteInit route_init;
// Initialization.
route_init(route);
// The eoEvalFunc.
RouteEvaluation full_eval;
// Solution evaluation.
full_eval(route);
// The moMoveInit object.
TwoOptInit two_opt_init;
// The moNextMove object.
TwoOptNext two_opt_next;
// The moIncrEval object.
TwoOptIncrEval two_opt_incr_eval;
// The moTabuList.
moSimpleSolutionTabuList<TwoOpt> tabu_list(10);
// or moSimpleMoveTabuList<TwoOpt> tabu_list(10);
// or MyTabuList<TwoOpt> tabu_list;
// The moAspirCrit.
moNoAspirCrit<TwoOpt> aspir_crit;
// or moImprBestFitAspirCrit<TwoOpt> aspir_crit;
// or MyAspirCrit<TwoOpt> aspir_crit;
// The moSolContinue.
moGenSolContinue<Route> cont (10000);
// or MySolContinue<Route> cont;
// The moTS object.
moTS<TwoOpt> tabu_search (two_opt_init, two_opt_next, two_opt_incr_eval,
                   tabu_list, aspir_crit, cont, full_eval);
// The TS is launched on the initial solution.
tabu_search(route) ;
```

### 2.10.6 Iterated Local Search Template

Figure 2.42 shows the architecture of the iterated local search template `moILS`. Once a given S-metaheuristic designed, it is very easy to construct an iterated local search algorithm.

The following search components have to be defined for the ILS algorithm in the template `moILS`:

- **Local search algorithm**: The local search algorithm to be used must be specified in the `moAlgo` template. Any developed S-metaheuristic may be used,
such as hill climbing (moHC template), tabu search (moTS template), simulated annealing (moSA template), any other user-defined S-metaheuristic, or why not another ILS moILS.

• Perturbation method: The perturbation method is defined in the template eoMonOp.

• Acceptance criteria: The search component dealing with the acceptance of the generated solution is defined in the template moComparator. Some usual acceptance functions are available such as moFitComparator that selects the new solution if it is better than the best found. Nevertheless, any specific acceptance method can be implemented; that is, a new class must be defined:

  class MyComparisonStrategy : public moComparator<Route>

• Stopping criteria: For any S-metaheuristic (e.g., simulated annealing, tabu search), many defined stopping criteria in the template moSolContinue may be used.

Starting from any S-metaheuristic program, the user can easily design an ILS for the symmetric TSP problem. In the following program, the additional lines to a S-metaheuristic program are represented in bold:

```c++
... // An initial solution.
Route route;
// An object to initialise this solution.
RouteInit route_init;
```
// Initialization.
route_init(route);
// A full evaluation method <=> eoEvalFunc.
RouteEvaluation full_eval;
// Solution evaluation.
full_eval(route);
// The moMoveInit object.
TwoOptInit two_opt_init;
// The moNextMove object.
TwoOptNext two_opt_next;
// The moIncrEval object.
TwoOptIncrEval two_opt_incr_eval;
// moMoveSelect.
moFirstImprSelect <TwoOpt> two_opt_select;
// or moBestImprSelect <TwoOpt> two_opt_select;
// or moRandImprSelect <TwoOpt> two_opt_select;
// or MyMoveSelect <TwoOpt> two_opt_select;
// The moHC object.
moHC <TwoOpt> hill_climbing (two_opt_init, two_opt_next,
two_opt_incr_eval, two_opt_select, full_eval);
moGenSolContinue <Route> cont (1000);
// The moComparator object.
moFitComparator <Route> comparator;
// The eoMonOp, in this example the well known CitySwap.
CitySwap perturbation;
// The moILS object.
moILS <TwoOpt> iterated_local_search(hill_climbing, comparator,
perturbation, full_eval);
//The iterated local search is launched on the initial solution.
iterated_local_search (route);

2.11 CONCLUSIONS

In addition to the representation, the objective function and constraint handling that are common search concepts to all metaheuristics, the common concepts for single-solution based metaheuristics are as follows (Fig. 2.43):

- **Initial solution**: An initial solution may be specified randomly or by a given heuristic.
- **Neighborhood**: The main concept of S-metaheuristics is the definition of the neighborhood. The neighborhood has an important impact on the performances of this class of metaheuristics. The interdependency between representation and neighborhood must not be neglected. The main design question in S-metaheuristics is the trade-off between the efficiency of the representation/neighborhood and its effectiveness (e.g., small versus large neighborhoods).
• **Incremental evaluation of the neighborhood:** This is an important issue for the efficiency aspect of an S-metaheuristic.

• **Stopping criteria.**

Hence, most of the search components will be reused by different single-solution based metaheuristics (Fig. 2.43). Moreover, an incremental design and implementation of different S-metaheuristics can be carried out. In addition to the common search concepts of S-metaheuristics, the following main search components have to be defined for designing the following S-metaheuristics:

• **Local search:** Neighbor selection strategy.

• **Simulated annealing, demon algorithms, threshold accepting, great deluge and record-to-record travel:** Annealing schedule.

• **Tabu search:** Tabu list, aspiration criteria, medium- and long-term memories.

• **Iterated local search:** Perturbation method, acceptance criteria.

• **Variable neighborhood search:** Neighborhoods for shaking and neighborhoods for local search.

![Diagram of S-metaheuristics](image-url)

**FIGURE 2.43** Common concepts and relationships in S-metaheuristics.
• **Guided local search, smoothing method, noisy method:** Function changing the input data or the objective.

• **GRASP:** Randomized greedy heuristic.

Moreover, there is a high flexibility to transform a S-metaheuristic into another one reusing most of the design and implementation work.

The analysis of landscapes of optimization problems is an important aspect in designing a metaheuristic (Fig. 2.44). It will be one of the most challenging problems in the theory of heuristic search algorithms. Indeed, the properties of the landscape has an important impact on the performance of metaheuristics. They have a major role in describing, explaining, and predicting the behavior of metaheuristics. One of the main lessons to learn is to analyze and exploit the structural properties of the landscape associated with a problem. One can also modify the landscape by changing the representation/neighborhood structure or the guiding function so that it becomes more “easy” to solve (e.g., deep valley landscape).

Once the S-metaheuristic is designed, the ParadisEO–MO software framework allows to implement it easily. The architecture modularity reduces the time and the complexity of designing S-metaheuristics. An expert user can without difficulty extend the already available boxes to suit to his problem and obtain more effective methods. Nevertheless, ParadisEO–MO can be used by newbies with a minimum

![Development process of a S-metaheuristic](image-url)
of code to produce to implement diverse search strategies. A natural perspective is to evolve the open-source software by integrating more search components, heuristics (e.g., variable neighborhood search), and problem-solving environments (e.g., routing, scheduling, and assignment).

Each S-metaheuristic has some parameters to tune. The performance of the different metaheuristics is more or less sensitive to those parameters. However, the optimal tuning of the parameters will never overcome the bad design of search components (e.g., representation, neighborhood, and objective functions). The actual theory in S-metaheuristics, such as simulated annealing, focuses on the asymptotic convergence of the algorithms. It would be interesting to study and analyze more deeply the finite-time behavior of single-solution based metaheuristics. This will help the practical use of theoretical results, for instance, in the parameter tuning of a S-metaheuristics.

2.12 EXERCISES

Exercise 2.1 Initial solution for highly constrained problems. Let us consider the graph coloring problem. We would like to design a S-metaheuristic to solve the problem. Is it easy to generate a feasible random initial solution? Propose a greedy strategy to find a feasible initial solution.

Exercise 2.2 Incremental evaluation of the objective function. In many optimization problems, the encoding is based on permutations. A classical move operator in permutations is the exchange move in which two elements of the permutations are swapped. Find a permutation-based problem where the incremental evaluation associated with the exchange operator is easy (resp. difficult) to design.

Exercise 2.3 Representation and neighborhood for the vertex cover problem. A vertex cover of an undirected graph \( G = (V, E) \) is a subset \( V' \) of the vertices of the graph containing at least one of the two end points of each edge:

\[
V' \subseteq V : \forall \{a, b\} \in E : a \in V' OR b \in V'
\]

The vertex cover problem is the optimization problem of finding a vertex cover of minimum size in a graph. In the graph of the Fig. 2.45, \( A, C, E, F \) is an example of a vertex cover. \( B, D, E \) is another vertex cover that is smaller. The vertex cover problem is related to the independent set problem: \( V' \) is an independent set if and only if its complement, \( V \setminus V' \), is a vertex cover set. Hence, a graph with \( n \) vertices has an independent set of size \( k \) if and only if the graph has an vertex cover of size \( n - k \). Propose a representation and a neighboring structure for the vertex cover problem. Can we apply the proposed solution to the independent set problem? Propose an incremental way to evaluate the neighbors.
Exercise 2.4  Large neighborhood for the capacitated spanning tree problem. Let us consider the capacitated spanning tree problem presented in Example 2.41. The two-exchange neighborhood structure is based on exchanging a single node or a set of nodes between two subtrees. Generalize this neighborhood structure into a very large neighborhood structure based on the cyclic exchange neighborhood.

Exercise 2.5  Large neighborhood for the graph partitioning problem. The graph partitioning problem consists in finding a partitioning of a graph $G = (V, E)$ into two subsets of vertices $V_1$ and $V_2$ with $|V_1| = |V_2|$ such that the number of edges connecting vertices from $V_1$ and $V_2$ is minimized. Propose a representation and a neighborhood structure for the GPP problem.

The variable-depth search method implements a way to search an exponentially large neighborhood in polynomial time. This is made possible by some intelligent pruning of the search and heuristic rules. Devise a variable-depth search algorithm for the GPP problem. Hint: find the best pair $x_1 \in V_1$ and $y_1 \in V_2$ to swap. Swap these vertices and fix their position, that is, they cannot be swapped again in the step. In the $k$th iteration, $1 \leq k \leq n$, find the best pair $x_k, y_k$ among the remaining $(n-k)^2$ pairs, swap this pair, and fix the position of $x_k, y_k$. These may not be swapped again. If $k$ reaches $n$, then the roles of $V_1$ and $V_2$ are simply interchanged. It is important then to stop when $k < n$ swaps have been found such that the improvement in the quality of the partition is maximized. How can this be done efficiently?

Exercise 2.6  Neighborhood for different encodings of the JSP. Let us consider the job-shop scheduling problem and the various direct and indirect encodings proposed in Example 1.33. For each encoding, propose a neighborhood and compute its associated size.

Exercise 2.7  Large neighborhood based on cyclical shift. Let us consider the TSP problem. A tour is pyramidal if it starts in city 1, then visits cities in increasing order until it reaches city $n$, and finally returns through the remaining cities in decreasing order. Let $\pi(i)$ represent the city in the $i$th position of the tour $\pi$. A tour $\pi'$ is a pyramidal neighbor of a tour $\pi$ if there exists an integer $p$ ($0 \leq p \leq n$) such that the
following conditions hold:
\[
\begin{align*}
\pi'(1) &= \pi(i_1), \pi'(2) = \pi(i_2), \ldots, \pi'(p) = \pi(i_p), \quad \text{with } i_1 < i_2 < \cdots < i_p \\
\pi'(p+1) &= \pi(j_1), \pi'(p+2) = \pi(j_2), \ldots, \pi'(n) = \pi(j_{n-p}), \\
&\quad \text{with } j_1 > j_2 > \cdots > j_{n-p}
\end{align*}
\]

For instance, if \( \pi = (1, 2, 3, 4, 5, 1) \), then a pyramidal neighbor may be \( \pi' = (1, 2, 5, 4, 3, 1), (1, 3, 5, 4, 2, 1) \), and so on. What is the size of this pyramidal neighborhood? Design an efficient algorithm to explore it knowing that its complexity may be reduced to \( O(n^3) \). The algorithm can be based on the shortest path algorithm in the improvement graph. The drawback of this pyramidal neighborhood is that the edge \((1, 2)\) is always contained in the tours. Find an alternative to solve this issue. Show that if a solution is a local optimum for the pyramidal neighborhood, then it is a local optimum for the 2-opt neighborhood.

**Exercise 2.8 Size versus time to explore a large neighborhood.** The critical issue in selecting a large neighborhood is the trade-off between the size of the neighborhood and the time to explore it. Let us consider the TSP problem. Compute the size and the time complexities for the following neighborhoods: city swap, 2-opt, \(k\)-opt, pyramidal, cyclical shift, compound swaps, and Halin graphs. What is the diameter of the above neighborhoods?

**Exercise 2.9 Incremental objective function evaluation for the QAP.** The incremental evaluation of the objective function in single-solution based algorithms is a very important issue to reduce the complexity of the evaluation of the neighborhood. In this exercise, we will tackle this question for a well-known assignment problem the quadratic assignment problem. The QAP arises in many applications such as facility location, data analysis, VLSI design, image synthesis, and so on. The problem can be defined as follows. Given a set of \( n \) objects \( O = \{O_1, O_2, \ldots, O_n\} \), a set of \( n \) locations \( L = \{L_1, L_2, \ldots, L_n\} \), a flow matrix \( C \), where each element \( c_{ij} \) denotes a flow cost between the objects \( O_i \) and \( O_j \), a distance matrix \( D \), where each element \( d_{kl} \) denotes a distance between location \( L_k \) and \( L_l \), find an object–location mapping \( m : O \rightarrow L \) that minimizes the objective function \( f \):

\[
f = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} \cdot d_{M(i)M(j)}
\]

Define an incremental function for the following encoding and move operator. The encoding of a solution is based on a permutation of \( n \) integers \( s = (l_1, l_2, \ldots, l_n) \) where \( l_i \) denotes the location of the object \( O_i \). The move operator is based on the exchange operator where two elements of the permutation are exchanged.
Exercise 2.10  Efficient evaluation of the neighborhood.  Let us consider the maximum independent set problem defined in Example 2.27. The neighborhood is defined by the exchange of a vertex $v \in X$ with a vertex $w \in E - X$. The size of the neighborhood is $k(n - k) = O(nk)$ where $n$ represents the number of vertices. Let us denote $\Gamma_X(v)$ the set of vertices $w \in X$ that are connected to $v \in V$ by an edge. The vertices $v$ in $X$ are sorted according to nonincreasing values of $\Gamma_X(v)$, and the vertices $w \in V - X$ are sorted according to nondecreasing values of $\Gamma_X(w)$. Show that the best neighbor may be found in $O(n)$ instead of $O(kn)$.

Exercise 2.11  Difficult incremental objective function evaluation.  Identify some optimization problems and local search operators in which it is difficult to compute the incremental objective function.

Exercise 2.12  Distance in permutation space.  Find an algorithm with time complexity $O(n)$ that computes the distance between any two permutations. The problem may be reduced to the shortest path between two solutions of the search space.

Exercise 2.13  Distance using 2-opt operator.  Let us consider the traveling salesman problem. An S-metaheuristic using the 2-opt neighborhood has been designed to solve the problem. We need a definition of a distance to perform a landscape analysis of the problem. The distance $\Delta_{2-opt}(t_1, t_2)$ denotes the minimum number of applications of the 2-opt move to obtain $t_2$ from $t_1$. Is there any polynomial algorithm to compute such a distance? If not, propose an approximation of such a distance that can be computed efficiently.

Exercise 2.14  Hard unimodal problem for local search.  The goal of this exercise is to construct a difficult problem for local search-based algorithms. The well-known types of difficulties for local search are multimodality, full deception, and isolation (needle in a haystack).

Construct an optimization problem in which the landscape is unimodal (any local optimum is a global optimum) and where a simple hill climber finds the global optimum in exponential time. Thus, unimodality is not a sufficient indicator to analyze the landscape difficulty of problems for local search-based algorithms.

Exercise 2.15  Greedy algorithms and epistasis.  Starting from scratch, a greedy algorithm selects at each iteration a decision variable or component of a solution to be assigned until a complete solution is generated. Show that greedy algorithms are suitable for optimization problems with low epistasis. The response may be based on the following design questions of a greedy algorithm: selection of the order of the components and the value assignment to the components.

Exercise 2.16  Fractal landscape.  Show that the NK-model landscape, TSP with the 2-opt operator, and the GBP are fractal landscapes ($h = \frac{1}{2}$).
Exercise 2.17 NFL theorem. Following the NFL theorem, one can state that all optimization algorithms are equivalent. Is it correct?

Exercise 2.18 Fitness distance correlation. The main drawback of the FDC analysis is that it requires the knowledge of the global optimal solution of the target optimization problem. Give some responses to this limitation when

- There are many known global optimal solutions.
- No global optimal solution is known for the problem.

Exercise 2.19 Tabu list representation. Suppose we have to solve the vehicle routing problem that has been defined in Example 1.11. The transformation operator used consists in moving a customer $c_k$ from route $R_i$ to route $R_j$. The tabu list is represented by the moves attributes. Propose three representations that are increasing in terms of their severity.

Exercise 2.20 Tabu list with random size. The commonly used representation for fixed size tabu lists are circular lists. Indeed, at each iteration, the last move is added to the list, whereas the oldest move is removed from the list. Determine the representation for tabu lists where the size is randomly updated during the search.

Exercise 2.21 Multiple tabu list. In scheduling problems such as the permutation flow-shop scheduling problem, various move operators may be used in parallel during the search. Propose multiple tabu list for the permutation flow-shop scheduling problem.

Exercise 2.22 Strategic oscillation, GRASP, and noisy method. The strategic oscillation approach introduced in tabu search is characterized by alternation between diversification in the search space and intensification of the search into a promising region. We would like to introduce strategic oscillation into the constructive procedure of the GRASP metaheuristic. How can we use the noisy method as a strategic oscillation strategy? Illustrate using a constrained spanning tree problem where the noisy method consists in perturbing the weights $w_e$ of the graph edges $e$ by $w_e \cdot r_i(e)$, where $r_i(e)$ is the perturbation coefficient applied to iteration $i$. We use the following search memory $t$, where $t_{i-1}(e)$ represents the number of locally optimal solutions in which the edge $e$ appeared ($0 \leq t_{i-1}(e) \leq i$). The search memory can be viewed as a medium-term memory in tabu search.

Exercise 2.23 Black box for local search. Suppose that we have a black-box solver available to solve a given problem. This black-box solver is based on a local search procedure that has as an input an initial solution and as an output the local optima obtained. Which single-solution based metaheuristic can we use to solve the problem?
Exercise 2.24  Guided local search for the QAP. The quadratic assignment problem has been defined in Exercise 2.9. The goal of this exercise is to design a guided local search algorithm for the QAP. Suppose we have already at hand a local search (or any S-metaheuristic) procedure for the QAP. Then, it is required to define the augmented objective function. Hence, the following concepts have to be formulated: the features of a solution and the cost associated with a feature.

Exercise 2.25 Smoothing algorithms for graph problems. The landscape smoothing strategy has been widely used for the TSP problem. The smoothing operation consists in changing the weights (distances) of the input graph. Propose a smoothing operation for the graph partitioning problems and weighted clique problems.

Exercise 2.26 Smoothing constraints for covering and matching problems. Traditional smoothing techniques focus on the objective function. For some constrained problems, such as covering and matching problems, it would be interesting to smooth the constraints to generate a problem with an idealized landscape structure. Propose such a smoothing operation for constraints.

Exercise 2.27 Smoothing algorithm using P-metaheuristics. Traditionally, the smoothing algorithm has been used in conjunction with local search algorithms (S-metaheuristics). The smoothing algorithm can be extended to be used in conjunction with a population-based metaheuristic. Propose such an extension.

Exercise 2.28 Smoothing factor controlling. There are different ways of controlling the smoothing factor $\alpha$ that represents the strength of the landscape smoothing operation. Which properties must have such a controlling scheme?

Exercise 2.29 Links of the noising method with simulated annealing and threshold accepting. In the way the noising method operates, it may be similar to simulated annealing and threshold accepting algorithms. For which noise distributions may the noising algorithm be reduced to simulated annealing? The same question holds for threshold accepting. One consequence of these generalizations is that they also provide results on the convergence of some noising schemes. These convergence results for simulated annealing [3] and threshold accepting [28] show that there exist noising schemes for which the noising methods converge toward an optimal solution when the number of iterations is infinite. In Ref. [732], the authors present the convergence of the first kind of a noising method by giving sufficient conditions for convergence toward an optimal solution.

Similarly, we may consider that the noising method is a generalization of the threshold accepting algorithm. In this method, the neighborhood is systematically explored and the current solution $s$ is replaced with one of its neighbors $s' \, \text{if} \, s'$ is better than $s \, \text{or if the increase (for a minimization problem) does not overpass a given threshold; this threshold depends on the iteration and decreases during the process to 0. So, with respect to simulated annealing, the two main differences rely on the
neighborhood exploration and on the fact that the acceptance criterion is no longer the exponential and nondeterministic Metropolis criterion but the following one: at the $k$th trial, $s'$ is accepted instead of $s$ if $f(s') - f(s) < T_k$, where $T_k$ is the threshold of the $k$th trial, with $T_k \geq 0$ and $T_{k+1} < T_k$ and $T_K = 0$ if $K$ is the total number of trials. It is quite easy to see that these thresholds can be seen as noises added to the variation of $f$ (i.e., according to the second way of adding a noise described above).

**Exercise 2.30 Automatic setting of parameters for the noising method.** The objective here is to design an automatic tuning of the parameters of the noising methods. Our goal is to have a noising framework independent of the problem to solve and of the probability distribution of the noises, and with only one parameter: the search time fixed by the user. Propose such an automatic tuning. It would be preferable to spend more time on less noised objective function.

**Exercise 2.31 Elite set in an iterative S-metaheuristic.** In the design of an iterative S-metaheuristic such as iterated local search or GRASP, our goal is to maintain an elite set of solutions $E_s$. An iterative S-metaheuristic generates a single solution at each iteration of the algorithm. The elite set has a given maximum size $k_{\text{max}}$ in terms of the number of solutions that is updated during the search. In the first $k_{\text{max}}$ iterations of the iterative S-metaheuristic, the obtained solution is systematically integrated into the elite set. Which integration policies can we apply to the future iterations taking into account the quality of solutions and the diversity of the elite set $E_s$.

**Exercise 2.32 Toward a dependency of iterations in GRASP.** In most of the GRASP metaheuristic implementations, the independence between iterations is assumed. The iterations are memoryless; that is, there is no use of a search memory between successive iterations. For instance, the search does not learn from the history of solutions found. Hence, the same results are obtained independent of the order of the iterations. Which kind of search memory can be introduced into GRASP to

- Improve the quality of solutions.
- Avoid redundant work.
- Speed up the search.

Propose such a strategy that makes the iterations of the GRASP dependent on each other.

**Exercise 2.33 From the capacitated vehicle routing problem to the capacitated spanning tree problem.** The objective of this exercise is to show how problem-solving results can be reused thanks to a problem reduction. Let us consider the well-known capacitated vehicle routing problem where many metaheuristics have been designed. Our objective is to solve the capacitated minimum spanning tree problem presented in Example 2.41. The concept of clustering of nodes satisfying the capacity constraint is present in both problems. Show that the CMST problem is a relaxation of the CVRP problem. Then, in solving the CVRP, we obtain an upper bound for the
EXERCISES

CMST. Once we have a cluster of nodes, finding a minimum spanning tree problem is a polynomial problem where well-known greedy heuristics may be used, such as the Prim or Kruskal ones. Combine these two ideas to design a S-metaheuristic (e.g., GRASP algorithm) for the CMST problem. The same exercise may be applied for a P-metaheuristic (e.g., ant colony optimization) presented in Chapter 3.

Exercise 2.34 GRASP construction method and the noisy method. In the design of a GRASP metaheuristic to solve an optimization problem, there is a need of a randomized greedy heuristic. For some problems, no such randomized greedy heuristic is available. How can we use the noisy method to replace the construction phase of the GRASP metaheuristic. Illustrate the answers using the clique partitioning problem of Example 2.22.

Exercise 2.35 Perturbation in ILS versus shaking in VNS. In the design of an ILS metaheuristic, a perturbation method must be defined. In the VNS metaheuristic, shaking is used to generate an initial solution for local search or the VND method. What are the similarities between these two procedures: perturbation in ILS and shaking in VNS.

Exercise 2.36 Bias functions in the construction procedure of GRASP. In the construction procedure of the GRASP metaheuristic, the next element to introduce in the partial solution from the RCL list is chosen randomly. Indeed, the elements belonging to RCL are assigned an equal probability. Let \( r(\sigma) \) denote the rank of element \( \sigma \) and \( \text{bias}(r(\sigma)) \) a bias function. The probability \( \pi(\sigma) \) of selecting an element from the set RCL is

\[
\pi(\sigma) = \frac{\text{bias}(r(\sigma))}{\sum_{\sigma' \in \text{RCL}} \text{bias}(r(\sigma'))}
\]

The random bias function commonly used in GRASP is \( \text{bias}(r) = 1 \) for \( r \in \text{RCL} \). Propose other probability distributions that may be used to bias the selection of elements from the set RCL.

Exercise 2.37 Robust optimization using S-metaheuristics. Suppose that we have used a S-metaheuristic to solve a given optimization problem. How can we estimate the robustness of the obtained solution in terms of the disturbance of the decision variables.

Exercise 2.38 Local search for the N-Queens problem. The N-Queens puzzle is the problem of putting \( N \) chess queens on an \( N \times N \) chessboard such that none of them is able to capture any other using the standard chess queen’s moves. Any queen is assumed to be able to attack any other. Suppose that the objective function \( f \) is to reduce the number of conflicts. The neighborhood is defined as a move of a queen toward its eight neighbor positions on the chess (Fig. 2.46). Design and implement a basic local search algorithm to solve the problem under the ParadisEO framework.
Propose an improvement of the local search procedure for a more effective search algorithm.

**Exercise 2.39  Flexibility of the local search template.** Given a local search template developed under ParadisEO-MO to solve an optimization problem \( P \) (see Section 2.10.3 or many examples on the Web site of the framework), what the user has to perform if he wants to

- Change the neighbor selection strategy.
- Modify the guiding objective function to solve the same problem \( P \).
- Transform the neighborhood but keep the same representation.
- Extend the local search to tabu search, simulated annealing, and iterated local search.
- Solve another optimization problem \( Q \) that uses the same representation and neighborhood.

**Exercise 2.40  Local search under ParadisEO.** Evaluate the performance (quality of solutions) of the developed local search algorithm on different benchmarks. Experiment different neighbor selection strategies (first improvement, best improvement) in terms of solution quality and computational time. Test if the algorithm is sensitive to the initial solution by running the algorithm for different random initial solutions. Compare the performances of the local search approach with

- Random walk, which generates randomly successive neighbor solutions. The best found solution is always updated.
- Random sampling, which is a variation of random walk, where a neighbor-generated solution is accepted if it is better than the current solution.
Exercise 2.41  **Flexibility of the tabu search template.** Given a tabu search developed under ParadisEO–MO to solve an optimization problem $P$ (see Section 2.10.5 or the examples on the Web site of the framework), what the user has to perform if he wants to

- Modify the tabu list definition.
- Change the aspiration function.
- Experiment another stopping criteria (e.g., stops when a given fitness (quality) is attained)
- Include medium-term or long-term memories.

Exercise 2.42  **Flexibility of the simulated annealing template.** Given a simulated annealing template developed under ParadisEO-MO to solve an optimization problem $P$ (see Section 2.10.4 or the examples on the Web site of the framework), what the user has to perform if he wants to

- Modify the cooling schedule.
- Include a more efficient incremental objective function. Can this new function be used by any S-metaheuristic?
- Implement the other SA-inspired algorithms such as threshold accepting, demon algorithms, great deluge, and record-to-record algorithms to solve the problem $P$. Afterward, these algorithms will be available to be used by other users.

Exercise 2.43  **Threshold accepting template.** The threshold accepting algorithm belongs to the family of simulated annealing algorithms. Show how the simulated annealing template of ParadisEO-MO can be easily modified to implement a threshold accepting template.

Exercise 2.44  **Flexibility of the iterated local search template.** Given an iterated local search template developed under ParadisEO-MO to solve an optimization problem $P$ (see Section 2.10.6 or the examples on the Web site of the framework), what the user has to perform if he wants to

- Replace the S-metaheuristic algorithm (e.g., from local search to tabu search or simulated annealing).
- Experiment another perturbation method and/or acceptance criteria.
Population-based metaheuristics (P-metaheuristics) share many common concepts. They could be viewed as an iterative improvement in a population of solutions. First, the population is initialized. Then, a new population of solutions is generated. Finally, this new population is integrated into the current one using some selection procedures. The search process is stopped when a given condition is satisfied (stopping criterion). Algorithms such as evolutionary algorithms (EAs), scatter search (SS), estimation of distribution algorithms (EDAs), particle swarm optimization (PSO), bee colony (BC), and artificial immune systems (AISs) belong to this class of metaheuristics.

This chapter is organized as follows. After the high-level template of P-metaheuristics is presented, Section 3.1 details the common search components for P-metaheuristics, namely, the determination of the initial population and the stopping criteria. In Section 3.2, the focus is on evolutionary algorithms such as genetic algorithms, evolution strategies (ESs), evolutionary programming, and genetic programming. The common search components of this family of P-metaheuristics (e.g., selection, variation operators, and replacement) are outlined in Section 3.3. Section 3.4 presents other evolutionary algorithms such as estimation of distribution algorithms, differential evolution, coevolutionary algorithms, and cultural algorithms. Section 3.5 presents the scatter search and path relinking, and Section 3.6 deals with swarm intelligence algorithms (e.g., ant colonies (ACs), particle swarm optimization). Other nature-inspired P-metaheuristics such as bee colonies (e.g., food foraging, queen bee marriage) and artificial immune systems (e.g., clonal selection, immune network) are presented in Section 3.7. Finally, Section 3.8 presents the ParadisEO–EO (evolving objects) module of the ParadisEO software framework that is dedicated to the implementation of P-metaheuristics. Some design and implementation issues of P-metaheuristics such as evolutionary algorithms, particle swarm optimization, and estimation of distribution algorithms are illustrated.
3.1 COMMON CONCEPTS FOR POPULATION-BASED METAHEURISTICS

Population-based metaheuristics start from an initial population of solutions. Then, they iteratively apply the generation of a new population and the replacement of the current population (Fig. 3.1). In the generation phase, a new population of solutions is created. In the replacement phase, a selection is carried out from the current and the new populations. This process iterates until a given stopping criteria. The generation and the replacement phases may be memoryless. In this case, the two procedures are based only on the current population. Otherwise, some history of the search stored in a memory can be used in the generation of the new population and the replacement of the old population. Most of the P-metaheuristics are nature-inspired algorithms. Popular examples of P-metaheuristics are evolutionary algorithms, ant colony optimization, scatter search, particle swarm optimization, bee colony, and artificial immune systems. Algorithm 3.1 illustrates the high-level template of P-metaheuristics.

Algorithm 3.1 High-level template of P-metaheuristics.

\[
P = P_0; \quad / * \text{Generation of the initial population} */ \\
t = 0; \\
\text{Repeat} \\
\text{Generate}(P_t); \quad / * \text{Generation a new population} */ \\
P_{t+1} = \text{Select-Population}(P_t \cup P_t); \quad / * \text{Select new population} */ \\
t = t + 1; \\
\text{Until} \quad \text{Stopping criteria satisfied} \\
\text{Output:} \quad \text{Best solution(s) found.}
\]

P-metaheuristics differ in the way they perform the generation and the selection procedures and the search memory they are using during the search.

1Some P-metaheuristics such as ant colony optimization start from partial or empty solutions.
TABLE 3.1 Search Memories of Some P-Metaheuristics

<table>
<thead>
<tr>
<th>P-metaheuristic</th>
<th>Search Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evolutionary algorithms</td>
<td>Population of individuals</td>
</tr>
<tr>
<td>Scatter search</td>
<td>Population of solutions, reference set</td>
</tr>
<tr>
<td>Ant colonies</td>
<td>Pheromone matrix</td>
</tr>
<tr>
<td>Estimation of distribution algorithms</td>
<td>Probabilistic learning model</td>
</tr>
<tr>
<td>Particle swarm optimization</td>
<td>Population of particles, best global and local solutions</td>
</tr>
<tr>
<td>Bee colonies</td>
<td>Population of bees</td>
</tr>
<tr>
<td>Artificial immune systems:</td>
<td>Population of antibodies</td>
</tr>
<tr>
<td>clonal selection</td>
<td></td>
</tr>
</tbody>
</table>

- **Search memory**: The memory of a P-metaheuristic represents the set of information extracted and memorized during the search. The content of this memory varies from a P-metaheuristic to another one (Table 3.1). In most of the P-metaheuristics such as evolutionary algorithms and scatter search, the search memory is limited to the population of solutions. In ant colonies, the pheromone matrix is the main component of the search memory, whereas in estimation distribution algorithms, it is a probabilistic learning model that composes the search memory.

- **Generation**: In this step, a new population of solutions is generated. According to the generation strategy, P-metaheuristics may be classified into two main categories (Fig. 3.2):
  - **Evolution based**: In this category of P-metaheuristics, the solutions composing the population are selected and reproduced using variation operators (e.g., mutation, recombination \(^2\)) acting directly on their representations. A new solution is constructed from the different attributes of solutions belonginteo the current population. Evolutionary algorithms and scatter search represent

\[\text{(a) Evolutionary-based P-metaheuristics: evolutionary algorithms, scatter search, ...} \]

\[\text{(b) Blackboard-based P-metaheuristics: ant colonies, estimation distribution algorithms, ...} \]

**FIGURE 3.2** Evolution based versus blackboard based strategies in P-metaheuristics.

\(^2\) Also called crossover and merge.
well-known examples of this class of P-metaheuristics. In EAs, the recombination operator is generally a binary operator (crossover), while in SS, the recombination operator may be an $n$-ary operator ($n > 2$).

- **Blackboard based**: Here, the solutions of the population participate in the construction of a shared memory. This shared memory will be the main input in generating the new population of solutions. The recombination in this class of algorithm between solutions is indirect through this shared memory. Ant colonies and estimation distribution algorithms belong to this class of P-metaheuristics. In the former strategy, the shared memory is represented by the pheromone matrix, while in the latter strategy, it is represented by a probabilistic learning model. For instance, in ant colonies, the generated solutions by past ants will affect the generation of solutions by future ants via the pheromone. Indeed, the previously generated solutions participate in updating the pheromone.

- **Selection**: The last step in P-metaheuristics consists in selecting the new solutions from the union of the current population and the generated population. The traditional strategy consists in selecting the generated population as the new population. Other strategies use some *elitism* in the selection phase where they provide the best solutions from the two sets. In blackboard-based P-metaheuristics, there is no explicit selection. The new population of solutions will update the shared search memory (e.g., pheromone matrix for ant colonies, probabilistic learning model for estimation of distribution algorithms), which will affect the generation of the new population.

As for S-metaheuristics, the search components that allow to define and differentiate P-metaheuristics have been identified. The common search concepts for P-metaheuristics are the determination of the initial population and the definition of the stopping criteria.

### 3.1.1 Initial Population

Due to the large diversity of initial populations, P-metaheuristics are naturally more exploration search algorithms whereas S-metaheuristics are more exploitation search algorithms. The determination of the initial population is often disregarded in the design of a P-metaheuristic. Nonetheless, this step plays a crucial role in the effectiveness of the algorithm and its efficiency. Hence, one should pay more attention to this step [522].

In the generation of the initial population, the main criterion to deal with is diversification. If the initial population is not well diversified, a premature convergence can occur for any P-metaheuristic. For instance, this may happen if the initial population is generated using a greedy heuristic or a S-metaheuristic (e.g., local search, tabu search) for each solution of the population.

---

3A blackboard system is an artificial intelligence application based on the blackboard architectural model, where a shared knowledge base, the “blackboard,” is iteratively updated by a diverse group of agents [245].
TABLE 3.2 Analysis of the Different Initialization Strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Diversity</th>
<th>Computational Cost</th>
<th>Quality of Initial Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pseudo-random</td>
<td>++</td>
<td>+++</td>
<td>+</td>
</tr>
<tr>
<td>Quasi-random</td>
<td>+++</td>
<td>+++</td>
<td>+</td>
</tr>
<tr>
<td>Sequential diversification</td>
<td>++++</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Parallel diversification</td>
<td>++++</td>
<td>+++</td>
<td>+</td>
</tr>
<tr>
<td>Heuristic</td>
<td>+</td>
<td>+</td>
<td>+++</td>
</tr>
</tbody>
</table>

The evaluation is better with more plus (+) sign. Sequential and parallel diversification strategies provide in general the best diversity followed by the quasi-random strategy. The heuristic initialization provides in general better solutions in terms of quality but with the expense of a higher computational cost and a reduced diversity. This will depend on the fitness landscape of the tackled optimization problem. For some landscapes (e.g., flat rugged), the diversity may remain important.

In some P-metaheuristics such as scatter search, the diversification criterion is explicitly taken into account in the generation of the initial population. Some diversification criteria are optimized in the generation of the initial population such as maximizing the minimum distance between any two solutions of the initial population:

$$\text{Max}_{i=1,n}(\text{Min}_{j=1,i-1}[d_{ij}])$$

where $d_{ij}$ represents the distance in the decision space between two solutions $i$ and $j$ and $n$ is the size of the population.

Strategies dealing with the initialization of the population may be classified into four categories: random generation, sequential diversification, parallel diversification, and heuristic initialization. They may be analyzed according to the following criteria: diversity, computational cost, and quality of the solutions (Table 3.2).

### 3.1.1.1 Random Generation

Usually, the initial population is generated randomly. For instance, in continuous optimization, the initial real value of each variable may be generated randomly in its possible range.

**Example 3.1 Uniform random population in global optimization.** In continuous optimization, each decision variable $x_j$ is defined to be in a given range $[l_j, u_j]$. Let us generate a randomly distributed initial population $P_0$ of size $n$. Each solution $x_i$ of the population is a $k$-dimensional real vector $x_{ij}, j \in [1, k]$. Each element of the vector $x_{ij}$ is generated randomly in the range $[l_j, u_j]$, representing the lower and the upper bounds for each variable:

$$x_{ij} = l_j + \text{rand}[0, 1] \cdot (u_j - l_j), i \in [1, n], j \in [1, k]$$

where $\text{rand}$ is a uniformly distributed random variable in the range $[0, 1]$. If the limits (lower and upper bounds) are not well defined, the bounds should be initialized large enough to encompass the search space delimited by optimal solutions.
The random generation may be performed according to pseudo-random numbers or a quasi-random sequence of numbers. The most popular random generation of the population is the pseudo-random one\(^4\) (Fig. 3.4). Indeed, as it is impossible in practice to generate algorithmically truly independent random numbers (genuine random), pseudo-random numbers are generated using various classical generators (e.g., congruential quadratic, recursive lagged Fibonacci) [313]. Care should be taken to use pseudo-random generators that provide good properties (e.g., sensibility to seeds and coefficients).

In a quasi-random sequence, the goal of the generator is related not only to the independence between the successive numbers but also to their dispersion. Many quasi-random generators that try to cover the search space exist in the literature (e.g., Niederreiter) [313]. In a quasi-random sequence, the diversity of the population is generally better than in a pseudo-random generation (Table 3.2).

In discrete optimization, the same uniform random initialization may be applied to binary vectors, discrete vectors, and permutations.

### 3.1.1.2 Sequential Diversification

The initial population can also be uniformly sampled in the decision space. Some initialization procedures do not require any evaluation of the objective function or constraints associated with the optimization problem. In a sequential diversification, the solutions are generated in sequence in such a way that the diversity is optimized.

**Example 3.2 Simple sequential inhibition process.** A well-known sequential diversification strategy in statistics is the simple sequential inhibition (SSI) process [210]. Given \(Q\) the current subpopulation, which initially is composed of only one randomly picked solution. Any new selected solution must be at a minimum distance \(\Delta_1\) to all other solutions of the current subpopulation \(Q\). Hence, a pseudo-random solution is generated until it verifies this property. This process is repeated until the population is filled with the specified number of solutions. The drawback of this strategy is its relatively high computation cost. The number of iterations performed cannot be known *a priori*. However, it ensures a good distribution of the population, that is, the minimum distance between any two solutions of the initial population is greater than \(\Delta_1\). Let us notice that the distance threshold \(\Delta_1 > 0\) is a parameter of the strategy.

### 3.1.1.3 Parallel Diversification

In a parallel diversification strategy, the solutions of a population are generated in a parallel independent way.

**Example 3.3 Uniform sampling using Latin hypercube sampling.** Let \(n\) be the size of the population and \(k\) be the number of variables. The variable range of each variable \(i\) is divided into \(n\) equal segments of size \((u_i - l_i)/k\), where \(l_i\) and \(u_i\) represent successively the lower and upper bounds for each variable \(i\). A Latin hypercube sample

\(^4\)A sequence of infinite size is random if the amount of information it contains is also infinite. It is impossible to test the randomness of a finite sequence [471]. In this book, the term random refers to pseudo-random.
is generated by sampling a random real number that is generated in each segment [536]. This strategy is similar to nonaligned systematic sampling, a well-known sampling design procedure in statistics [658]. Figures 3.3 and 3.4 illustrate the difference between pseudo-random generation and uniform sampling. It is clearly shown that using Latin hypercube sampling, the coverage is much better with uniform sampling than using pseudo-random generation.

To generalize this procedure to a population of vector solutions, an unbiased Knuth shuffling strategy may be used. A random permutation of \( n \) elements (from 1 to \( n \)) is generated. The solution with index \( j \) is assigned the value located at the position \( \pi(j) \)th of the permutation. This procedure is iterated for all variables. This strategy gives a good overall random unbiased distribution of the population in the decision space and does not require any evaluation of the objective function or constraints [513].

**Example 3.4 Diversified initial population of permutations.** Let us consider a permutation problem, the quadratic assignment problem (QAP), which is defined in Exercise 2.9. A solution is represented by a permutation \( \pi \) of \( m \) integers \( \{1, 2, \ldots, m\} \), where \( m \) is the size of the problem (number of locations and objects). A diversification criterion may be selected such as for each object \( i \) and for each location \( j \), there is a solution of the initial population in which the object \( i \) is mapped on the location \( j \) [167]. The maximum distance between any two solutions will be equal to \( \sqrt{2m} \). First, a random initial solution \( X_1 \) is generated. The second solution \( X_2 \) is constructed by initializing \( \pi(k_1^i) \) to site \( i \), where \( k_1^i \) represents the object on the location \( i \) in \( X_1 \). Then, the third solution \( X_3 \) is constructed by initializing \( \pi(k_2^i) \) to site \( i \), where \( k_2^i \) represents the object on the location \( i \) in \( X_2 \). The same process is iterated \( n - 1 \) times to
generate a population of size $n$. Figure 3.5 illustrates such a diversified initial population of permutations.

More generally, the generation of the initial population in a way to optimize a given diversification criterion can be defined as an optimization problem. This problem may be as (or more) difficult as the original problem to solve. This is why in most of the cases, heuristic or metaheuristic algorithms (e.g., greedy algorithms) are used to solve the optimization problem dealing with generation of a diversified population. The

\[
\begin{align*}
X_1 & \quad 5 \quad 3 \quad 2 \quad 1 \quad 6 \quad 4 \\
X_2 & \quad 6 \quad 2 \quad 3 \quad 5 \quad 4 \quad 1 \\
X_3 & \quad 4 \quad 5 \quad 6 \quad 2 \quad 1 \quad 3 \\
X_4 & \quad 3 \quad 1 \quad 4 \quad 6 \quad 5 \quad 2 \\
X_5 & \quad 2 \quad 6 \quad 1 \quad 4 \quad 3 \quad 5 \\
X_6 & \quad 1 \quad 4 \quad 5 \quad 3 \quad 2 \quad 6
\end{align*}
\]

**FIGURE 3.5** Deterministic diversification of the initial population of permutations in an assignment problem.
problem can be formulated as follows: given a search space $S$, generate a population $P$ of $n$ solutions that maximizes its diversity $\text{Div}(P)$. The objective function $\text{Div}(P)$ may be any diversity measure such as the distribution or the entropy of the solutions in the decision space (see Section 2.2.2.1), discrepancy, and dispersion [581].

**Example 3.5  Hybrid initialization approach.** A practical hybrid approach may first generate a subpopulation $Q$ of random solutions (e.g., pseudo-random generation). The subpopulation $Q$ has a size $k$ ($k < n$). Then, given the already assigned initial subpopulation $Q$, the problem is to find a new solution $s$ maximizing the minimum distance $\min(\text{dist}(s, Q))$ to solutions of the subpopulation $Q$. The new solution integrates the population $Q$ and the process is iterated until a complete population of size $n$ is initialized (Fig. 3.6).

3.1.1.4 **Heuristic Initialization** Any heuristic (e.g., local search) can be used to initialize the population. For instance, as shown for S-metaheuristics, a greedy heuristic may be used to determine the initial solution. Depending on the fitness landscape associated with the optimization problem (e.g., “big valley”), this strategy may be more effective and/or efficient than a random initialization. If this strategy has to be used in a P-metaheuristic, it is obvious to “randomize” the greedy procedure to obtain different solutions from the greedy procedure. The main drawback of this approach is that the initial population may lose its diversity, which will generate a premature convergence and stagnation of the population (Table 3.2).

3.1.2 **Stopping Criteria**

Many stopping criteria based on the evolution of a population may be used. Some of them are similar to those designed for S-metaheuristics.

- **Static procedure:** In a static procedure, the end of the search may be known a priori. For instance, one can use a fixed number of iterations (generations), a limit on CPU resources, or a maximum number of objective function evaluations.
- **Adaptive procedure:** In an adaptive procedure, the end of the search cannot be known a priori. One can use a fixed number of iterations (generations) without improvement, when an optimum or a satisfactory solution is reached (e.g., a

---

**FIGURE 3.6** Hybrid initialization of the population.
Some stopping criteria are specific to P-metaheuristics. They are generally based on some statistics on the current population or the evolution of the population. Mostly, they are related to the diversity of the population. It consists in stopping the algorithm when the diversity measure falls below a given threshold. This stopping criteria deal with the stagnation of the population. When the population stagnates, keeping the execution of a P-metaheuristic is useless.

3.2 EVOLUTIONARY ALGORITHMS

In the nineteenth century, J. Mendel was the first to state the baselines of heredity from parents to offsprings. Then in 1859, C. Darwin presented the theory of evolution in his famous book *On the Origin of Species* [176]. In the 1980s, these theories of creation of new species and their evolution have inspired computer scientists in designing evolutionary algorithms. Different main schools of evolutionary algorithms have evolved independently during the past 40 years: genetic algorithms (GA), mainly developed in Michigan, USA, by J. H. Holland [383,384]; evolution strategies, developed in Berlin, Germany, by I. Rechenberg [642,643] and H-P. Schwefel [685,687]; and evolutionary programming by L. Fogel in San Diego, USA [272,273]. Later, in the end of 1980s, genetic programming has been proposed by J. Koza [480]. Each of these constitutes a different approach; however, they are inspired by the same principles of natural evolution [43]. A good introductory survey can be found in Ref. [45].

Evolutionary algorithms are stochastic P-metaheuristics that have been successfully applied to many real and complex problems (epistatic, multimodal, multiobjective, and highly constrained problems). They are the most studied population-based algorithms. Their success in solving difficult optimization problems in various domains (continuous or combinatorial optimization, system modeling and identification, planning and control, engineering design, data mining and machine learning, artificial life) has promoted the field known as *evolutionary computation* (EC) [45].

EAs are based on the notion of *competition*. They represent a class of iterative optimization algorithms that simulate the evolution of species (Fig. 3.7). They are based

---

**FIGURE 3.7** A generation in evolutionary algorithms.
on the evolution of a population of individuals. Initially, this population is usually generated randomly. Every individual in the population is the encoded version of a tentative solution. An objective function associates a fitness value with every individual indicating its suitability to the problem. At each step, individuals are selected to form the parents, following the selection paradigm in which individuals with better fitness are selected with a higher probability. Then, selected individuals are reproduced using variation operators (e.g., crossover, mutation) to generate new offsprings. Finally, a replacement scheme is applied to determine which individuals of the population will survive from the offsprings and the parents. This iteration represents a generation (Fig. 3.7). This process is iterated until a stopping criteria hold. Table 3.3 makes the parallel between the metaphor of the evolution process and solving an optimization problem. Algorithm 3.2 illustrates the template of an evolutionary algorithm.

**Algorithm 3.2** Template of an evolutionary algorithm.

```plaintext
Generate(P(0)); /* Initial population */
t = 0;
While not Termination_Criterion(P(t)) Do
    Evaluate(P(t));
    P'(t) = Selection(P(t));
    P'(t) = Reproduction(P'(t)); Evaluate(P'(t));
    P(t + 1) = Replace(P(t), P'(t));
    t = t + 1;
End While
Output Best individual or best population found.
```

In evolutionary algorithms, the genotype represents the encoding while the phenotype represents the solution. Hence, the genotype must be decoded to generate the phenotype. The variation operators act on the genotype level while the fitness function will use the phenotype of the associated individual (Fig. 3.8). The fitness of an individual measures the ability of the individual to survive in its environment. In the case where a direct encoding is used, the genotype is similar to the phenotype. Otherwise (i.e., if an indirect encoding is used), the genotype and the phenotype are different structures. Indeed, a decoding function is used to transform the genotype into a phenotype (see Section 4.8.2.1).
In terms of theoretical asymptotic convergence, many studies show the convergence properties of evolutionary algorithms in which the algorithms are generally limited to mutation operators and elitist replacement [669].

In the following sections, the main difference between the various families of evolutionary algorithms is outlined. Then, focus is made on their common search components.

### 3.2.1 Genetic Algorithms

Genetic algorithms have been developed by J. Holland in the 1970s (University of Michigan, USA) to understand the adaptive processes of natural systems [384]. Then, they have been applied to optimization and machine learning in the 1980s [328,431].

GAs are a very popular class of EAs. Traditionally, GAs are associated with the use of a binary representation but nowadays one can find GAs that use other types of representations. A GA usually applies a crossover operator to two solutions that plays a major role, plus a mutation operator that randomly modifies the individual contents to promote diversity (Tables 3.4 and 3.5). GAs use a probabilistic selection

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Genetic Algorithms</th>
<th>Evolution Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developers</td>
<td>J. Holland</td>
<td>I. Rechenberg, H.-P. Schwefel</td>
</tr>
<tr>
<td>Original applications</td>
<td>Discrete optimization</td>
<td>Continuous optimization</td>
</tr>
<tr>
<td>Attribute features</td>
<td>Not too fast</td>
<td>Continuous optimization</td>
</tr>
<tr>
<td>Special features</td>
<td>Crossover, many variants</td>
<td>Fast, much theory</td>
</tr>
<tr>
<td>Representation</td>
<td>Binary strings</td>
<td>Real-valued vectors</td>
</tr>
<tr>
<td>Recombination</td>
<td>n-point or uniform</td>
<td>Discrete or intermediary</td>
</tr>
<tr>
<td>Mutation</td>
<td>Bit flipping</td>
<td>Gaussian</td>
</tr>
<tr>
<td></td>
<td>with fixed probability</td>
<td>perturbation</td>
</tr>
<tr>
<td>Selection</td>
<td>Fitness</td>
<td>Uniform</td>
</tr>
<tr>
<td>(parent selection)</td>
<td>proportional</td>
<td>random</td>
</tr>
<tr>
<td>Replacement</td>
<td>All children</td>
<td>((\lambda, \mu))</td>
</tr>
<tr>
<td>(survivor selection)</td>
<td>replace parents</td>
<td>((\lambda + \mu))</td>
</tr>
<tr>
<td>Specialty</td>
<td>Emphasis</td>
<td>Self-adaptation</td>
</tr>
<tr>
<td></td>
<td>on crossover</td>
<td>of mutation step size</td>
</tr>
</tbody>
</table>
TABLE 3.5 Main Characteristics of the Different Canonical Evolutionary Algorithms: Evolutionary Programming and Genetic Programming

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Evolutionary Programming</th>
<th>Genetic Programming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developers</td>
<td>D. Fogel</td>
<td>J. Koza</td>
</tr>
<tr>
<td>Original applications</td>
<td>Machine learning</td>
<td>Machine learning</td>
</tr>
<tr>
<td>Attribute features</td>
<td>–</td>
<td>Slow</td>
</tr>
<tr>
<td>Special features</td>
<td>No recombination</td>
<td>–</td>
</tr>
<tr>
<td>Representation</td>
<td>Finite-state machines</td>
<td>Parse trees</td>
</tr>
<tr>
<td>Recombination</td>
<td>No</td>
<td>Exchange of subtrees</td>
</tr>
<tr>
<td>Mutation</td>
<td>Gaussian</td>
<td>Random change</td>
</tr>
<tr>
<td>Selection</td>
<td>Deterministic</td>
<td>Fitness</td>
</tr>
<tr>
<td>Replacement</td>
<td>Probabilistic</td>
<td>Generational</td>
</tr>
<tr>
<td>(survivor selection)</td>
<td>(µ + µ)</td>
<td>replacement</td>
</tr>
<tr>
<td>Specialty</td>
<td>Self-adaptation</td>
<td>Need huge populations</td>
</tr>
</tbody>
</table>

3.2.2 Evolution Strategies

Evolution strategies are another subclasses of EAs such as GAs or GPs. They were originally developed by Rechenberg and Schwefel in 1964 at the Technical University of Berlin [642,643]. ESs are mostly applied to continuous optimization where representations are based on real-valued vectors. Early applications include real-valued parameter shape optimization [466]. They usually use an elitist replacement and a specific normally (Gaussian) distributed mutation. Crossover is rarely used. In an ES, there is a distinction between the population of parents of size µ and the population of the offsprings of size λ ≥ µ. An individual is composed of the float decision variables plus some other parameters guiding the search. Thus, an ES facilitates a kind of self-adaptation by evolving the solution as well as the strategy parameters (e.g., mutation step size) at the same time (see Example 3.10). The selection operator is deterministic and is based on the fitness ranking. Hence, the parameterization of an ES is highly customizable. The recombination is discrete (similar to uniform crossover of GAs) or intermediary (arithmetic crossover). Their main advantage is their efficiency in terms of time complexity. Much more theory on convergence exists for evolution strategies [73].

Example 3.6 From basic to contemporary versions of ES. The basic version of ES, the (1 + 1)-ES, has a population composed of two individuals: the current point
(parent) and the result of its mutation (offspring). The parent is replaced by its offspring if it is better; otherwise the offspring is disregarded. More generally, in the \((1 + \lambda)\)-ES strategy, \(\lambda\) offsprings can be generated and compete with the parent. In a \((1, \lambda)\)-ES the best individual of the \(\lambda\) offsprings becomes the parent of the next population while the current parent is always deleted. Most of the recent derivatives of ES use a population of \(\mu\) parents and also recombination of \(\rho\) offsprings as an additional operator, which defines the \((\mu/\rho + \lambda)\)-ES strategy (resp. \((\mu/\rho, \lambda)\)-ES strategy) where the new population is selected from the parents \(\mu\) and the offsprings \(\lambda\) (resp. the offsprings \(\lambda\)).

Algorithm 3.3 illustrates the evolution strategy template.

<table>
<thead>
<tr>
<th>Algorithm 3.3 Template of evolution strategies.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize a population of (\mu) individuals ;</td>
</tr>
<tr>
<td>Evaluate the (\mu) individuals ;</td>
</tr>
<tr>
<td>Repeat</td>
</tr>
<tr>
<td>Generate (\lambda) offsprings from (\mu) parents ;</td>
</tr>
<tr>
<td>Evaluate the (\lambda) offsprings ;</td>
</tr>
<tr>
<td>Replace the population with (\mu) individuals from parents and offsprings ;</td>
</tr>
<tr>
<td>Until Stopping criteria</td>
</tr>
<tr>
<td>Output Best individual or population found.</td>
</tr>
</tbody>
</table>

### 3.2.3 Evolutionary Programming

Evolutionary programming emphasizes on mutation and does not use recombination. Traditional EPs have been developed to evolve finite state machines to solve time series prediction problems and more generally to evolve learning machines [273]. Contemporary EPs have been later applied to solving continuous optimization problems using real-valued representations. They use normally distributed mutations and self-adaptation principle of the parameters as in ESs. The parent selection mechanism is deterministic. The survivor selection process (replacement) is probabilistic and is based on a stochastic tournament \((\mu + \mu)\) selection [240]. The framework of EP is less used than the other families of EAs due to its similarity with ES.

### 3.2.4 Genetic Programming

Genetic programming is a more recent evolutionary approach, which extends the generic model of learning to the space of programs [480]. Its major variation, with respect to other evolutionary families, is that the evolving individuals are themselves programs (nonlinear representation based on trees) instead of fixed length strings from a limited alphabet of symbols (linear representation). GP is a form of program induction that allows to automatically generate programs that solve a given task. In general, the parent selection is a fitness proportional and the survivor selection is a generational replacement. The crossover operator is based on sub-trees exchange and the mutation is based on random change in the tree. One of the
main problems in GP is the uncontrolled growth of trees; this phenomenon is called **bloat**.

Originally, J. Koza used Lisp expressions to encode programs. More generally, representations of solutions (programs) are S-expressions (or parse trees) where the leaves are terminals and the internal nodes are operators (functions). The definition of the leaves and the operators depend on the target application. They need a huge population (e.g., thousands of individuals) and then they are very computationally intensive. Theory of GP is less developed than in evolution strategies and genetic algorithms [493]. Contemporary GPs are widely used in machine learning and data mining tasks such as prediction and classification.

**Example 3.7 Symbolic regression problem.** The objective of the symbolic regression problem is to find a program that matches a given mathematical equation. It is a well-known problem in statistics. The terminals of the tree represent significant variables and constants for the problem while the internal nodes of the tree represent arithmetic operators $F = \{*, +, -, /\}$ (Fig. 3.9). The objective function to minimize may be formulated as the sum of the square errors for each test data point.

**Example 3.8 Artificial ant on the Santa Fe trail.** This is another classical example in the GP community. An artificial ant is placed on a cell of a 32 $\cdot$ 32 toroidal grid (Fig. 3.10). Food pellets are mapped on some cells of the grid. The objective of this problem is to find a path planning strategy to maximize the food intake of the ant. The objective function will be the number of food pellets lying in the path minus the amount of food the ant eats during the move. For the representation, leaves may represent move operators in several directions (turn left, turn right, move forward) and the internal nodes represent conditional if statements that are sensing functions.

$$\text{(x}^5\text{)} + (z\text{+}(x\text{y})) + y$$

**FIGURE 3.9** Tree-like representation in genetic programming. For the regression problem, a function is represented by a tree structure.
3.3 COMMON CONCEPTS FOR EVOLUTIONARY ALGORITHMS

The main search components for designing an evolutionary algorithm are as follows:

1. **Representation**: This is a common search component for all metaheuristics (see Section 4.8.2.1). In the EA (specially GA) community, the encoded solution is referred as *chromosome* while the decision variables within a solution (chromosome) are genes. The possible values of variables (genes) are the *alleles* and the position of an element (gene) within a chromosome is named *locus*.

2. **Population initialization**: This is a common search component for all P-metaheuristics (see Section 3.1.1).

3. **Objective Function**: This is a common search component for all metaheuristics. In the EA community, the term fitness refers to the objective function (see Section 1.4.2).

4. **Selection strategy**: The selection strategy addresses the following question: “Which parents for the next generation are chosen with a bias toward better fitness?”

5. **Reproduction strategy**: The reproduction strategy consists in designing suitable mutation and crossover operator(s) to generate new individuals (offsprings).

6. **Replacement strategy**: The new offsprings compete with old individuals for their place in the next generation (survival of the fittest).

7. **Stopping criteria**: This is a common search component for all metaheuristics. Some stopping criteria are specific to P-metaheuristics (see Section 3.1.2).

The following sections deal with the specific search components for evolutionary algorithms: selection, reproduction, and replacement.
3.3.1 Selection Methods

The selection mechanism is one of the main search components in EAs. The main principle of selection methods is “the better is an individual, the higher is its chance of being parent.” Such a selection pressure will drive the population to better solutions. However, worst individuals should not be discarded and they have some chance to be selected. This may lead to useful genetic material.

The selection strategy determines which individuals are chosen for mating (reproduction) and how many offspring each selected individual produces. In EAs, fitness assignment to individuals may take two different ways:

- **Proportional fitness assignment** in which the absolute fitnesses are associated with individuals.
- **Rank-based fitness assignment** in which relative fitnesses are associated with individuals. For instance, a rank in the population is associated with each individual according to its rank in a decreasing sorting of individuals.\(^5\)

Then, the parents are selected according to their fitness by means of one of the following strategies: roulette wheel selection, stochastic universal sampling (SUS), tournament selection, and rank-based selection.

### 3.3.1.1 Roulette Wheel Selection

It is the most common selection strategy. It will assign to each individual a selection probability that is proportional to its relative fitness. Let \( f_i \) be the fitness of the individual \( p_i \) in the population \( P \). Its probability to be selected is \( p_i = f_i / \left( \sum_{j=1}^{n} f_j \right) \). Suppose a pie graph where each individual is assigned a space on the graph that is proportional to its fitness (Fig. 3.11). An outer roulette wheel is placed around the pie. The selection of \( \mu \) individuals is performed by \( \mu \) independent spins of the roulette wheel. Each spin will select a single individual. Better individuals have more space, and then more chance to be chosen.

In the roulette wheel selection, outstanding individuals will introduce a bias in the beginning of the search that may cause a premature convergence and a loss of diversity. Moreover, when all individuals are equally fit, this selection strategy does not introduce a sufficient pressure to select the best individuals.

### 3.3.1.2 Stochastic Universal Sampling

To reduce the bias of the roulette selection strategy, the stochastic universal sampling may be used. An outer roulette wheel is placed around the pie with \( \mu \) equally spaced pointers. In the SUS strategy, a single spin of the roulette wheel will simultaneously select all the \( \mu \) individuals for reproduction. Figure 3.11 illustrates the principles of the roulette wheel and the SUS selection strategies.

\(^5\)In this section, a maximization optimization problem is considered.
1. **Fitness Functions**

<table>
<thead>
<tr>
<th>Individuals</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3 4 5 6 7</td>
<td>1 1 1 1.5 1.5 3 3</td>
</tr>
</tbody>
</table>

**Outer Roulette Selection**

![Roulette selection](image1)

**Stochastic Universal Sampling**

![Stochastic universal sampling](image2)

**FIGURE 3.11** Roulette selection strategies. In the standard roulette selection, each spin selects a single individual. In SUS, a spin will select as individuals as outers (e.g., four individuals in the example).

### 3.3.1.3 Tournament Selection

Tournament selection consists in randomly selecting $k$ individuals; the parameter $k$ is called the size of the tournament group. A tournament is then applied to the $k$ members of the group to select the best one (Fig. 3.12). To select $\mu$ individuals, the tournament procedure is then carried out $\mu$ times.

### 3.3.1.4 Rank-Based Selection

Instead of using the fitness value of an individual, the rank of individuals is used. The function is biased toward individuals with a high rank (i.e., good fitness). The rank may be scaled linearly using

**FIGURE 3.12** Tournament selection strategy. For instance, a tournament of size 3 is performed. Three solutions are picked randomly from the population. The best solution from the picked individuals is then selected.
Individuals | A | B | C  
---|---|---|---
Fitness $f$ | 1 | 5 | 4  
Rank $r$ | 1 | 3 | 2  
Probability | 0 | 0.67 | 0.33  
Probability | 0.167 | 0.5 | 0.33  

FIGURE 3.13 Rank-based selection strategy using a linear ranking.

the following formula:

$$P(i) = \frac{2 - s}{\mu} + \frac{2 \cdot r(i)(s - 1)}{\mu(\mu - 1)}$$

where $s$ is the selection pressure ($1.0 < s \leq 2.0$), $\mu$ is the size of the population, and $r(i)$ is the rank associated with the individual $i$. Greater is the selection pressure $s$, more importance to better individuals is given (Fig. 3.13).

In addition to the above selection mechanisms, other selection methods can be applied such as Boltzmann selection based on simulated annealing, soft brood selection used in GP, disruptive selection, nonlinear ranking selection, competitive selection, and variable life span [44].

3.3.2 Reproduction

Once the selection of individuals to form the parents is performed, the role of the reproduction phase is the application of variation operators such as the mutation (unary operator) and crossover (binary operator).

3.3.2.1 Mutation Mutation operators are unary operators acting on a single individual. Mutations represent small changes of selected individuals of the population. The probability $p_m$ defines the probability to mutate each element (gene) of the representation. It could also affect only one gene too. In general, small values are recommended for this probability ($p_m \in [0.001, 0.01]$). Some strategies initialize the mutation probability to $1/k$ where $k$ is the number of decision variables, that is, in average only one variable is mutated.

$^6$Also referred as variation phase.
Some important points that must be taken into account in the design or use of a mutation operator are as follows:

- **Ergodicity:** The mutation operator should allow every solution of the search space to be reached.
- **Validity:** The mutation operator should produce valid solutions. This is not always possible for constrained optimization problems.
- **Locality:** The mutation should produce a minimal change. The size of mutation is important and should be controllable. As for the neighborhood definition in S-metaheuristics, the main property that must characterize a mutation operator is locality. Locality is the effect on the solution (phenotype) when performing the move (perturbation) in the representation (genotype). When small changes are made in the genotype, the phenotype must reveal small changes. In this case, the mutation is said to have a strong locality. Hence, an evolutionary algorithm will carry out a meaningful search in the landscape of the problem. Weak locality is characterized by a large effect on the phenotype when a small change is made in the genotype. In the extreme case, the search will converge toward a random search in the landscape.

**Example 3.9 Highly disruptive mutation.** In grouping problems, a classical encoding consists in a linear discrete representation that associates each element with its assigned group (see Example 1.32). Let us consider a mutation that modifies the value of a given element. For instance, let us suppose a high-quality individual $AAACCC$ that contains two groups. A mutation may produce the individual $AAABCC$, which contains a group with only one element. This mutation operator is highly disruptive as it may generate very low-quality individuals from good solutions.

The mutation in evolutionary algorithms is related to neighborhood operators of S-metaheuristics (see Section 2.1.1). Hence, the neighborhood structure definitions for traditional representations (e.g., linear discrete) may be reused as mutation operators.

- **Mutation in binary representation:** The commonly used mutation is defined as the flip operator.
- **Mutation in discrete representation:** It consists generally in changing the value associated with an element by another value of the alphabet.
- **Mutation in permutations:** Mutation in order-based representations are generally based on the swapping, inversion, or the insertion operators.

In GP where parse trees are used as representations, some distinct forms of mutations may be defined as follows:

- **Grow:** A terminal node is selected randomly and replaced by a randomly generated subtree (Fig. 3.14).
• **Shrink**: An internal node is selected randomly and replaced by a randomly generated terminal (Fig. 3.14).

• **Switch**: An internal node is selected randomly, two of its subtrees are selected randomly and their positions in the tree are switched (Fig. 3.15).

• **Cycle**: A single node (internal or terminal) is selected randomly and replaced by a randomly node with the same number of arguments (Fig. 3.15).
For real-valued vectors, there are many distinct mutation operators. The most used class of mutation operators has the form:

\[ x' = x + M \]

where \( M \) is a random variable. The value of \( M \) can take the following different forms:

- **Uniform random mutation**: A uniform random variable in the interval \([a, b]\) is generated. The parameter \( a \) is in general equal to \(-b\). The offspring is generated within the hyperbox \( x + U(-b, b)^n \) where \( b \) represents a user-defined constant.
- **Normally distributed mutation**: A Gaussian (or normal) distribution \( M = N(0, \sigma) \) is used, where \( N(0, \sigma) \) is a vector of independent random Gaussian
numbers with a mean of 0 and standard deviation $\sigma$. It is the most popular mutation scheme in evolution strategies and evolutionary programming. The parameter $\sigma$ is crucial and must be set correctly.

- **Polynomial mutation:** In the polynomial mutation, the offspring is generated as follows:

$$x'_i = x_i + (x^u_i - x^l_i) \delta_i$$

where $x^u_i$ (resp. $x^l_i$) represents the upper bound (resp. lower bound) for $x_i$. The parameter $\delta_i$ is computed from the polynomial probability distribution:

$$P(\delta) = 0.5(\eta_m + 1)(1 - |\delta|^{\eta_m})$$

$$\delta_i = \begin{cases} 
\frac{1}{(2r_i)^{\frac{1}{\eta_m+1}}} - 1 & \text{if } r_i < 0.5 \\
1 - \frac{1}{(2(1-r_i))^{\frac{1}{\eta_m+1}}} & \text{otherwise}
\end{cases}$$

where $\eta_m$ represents the distribution index and $r_i$ is a random number in [0, 1].

- Other mutation operators such as Cauchy distribution and Laplace distribution.

The main question here is the initialization of the step size: static or adaptive. In static step size, the algorithm uses the same value during the search, while in adaptive step size, the values are dynamically updated according to the search memory.

**Example 3.10 Self-adaptive mutation in evolution strategies.** In continuous optimization problems, no single step size can efficiently search all dimensions. The mutation scheme for continuous optimization should dynamically scale the mutation strength (step width) to suit each variable. In evolution strategies, the answer provided is the use of “self-adaptation” to scale and orient the mutation vectors. Each solution vector $x_i(t)$ is paired with a strategy vector $\sigma_i(t)$ that is used to scale the variation operation. As already mentioned in this chapter, the decision variables evolve in parallel with their associated strategy vector. The strategy vectors are adjusted with log-normal noise according to the following rule:

$$\sigma_i(t+1) = \sigma_i(t) \cdot \exp(\tau' \cdot N(0, 1) + \tau \cdot N_j(0, 1))$$

where $\tau = \left(\frac{\sqrt{2\sqrt{D}}}{\sqrt{2D}}\right)^{-1}$ and $\tau' = \left(\sqrt{2D}\right)^{-1}$. The vectors are mutated as follows:

$$x_i(t+1) = x_i(t) + \sigma_i(t+1) \cdot N_j(0, 1)$$

$^7\eta_m \approx 20$ is generally used.
where $N(0, 1)$ represents a normally Gaussian distributed variable with a zero mean and a standard deviation of 1. A new random value $N_i(0, 1)$ is generated for each variable.

**Example 3.11: The CMA evolution strategy.** CMA-ES is one of the most successful optimization algorithms to solve continuous optimization problems. In the CMA evolution strategy, individual step sizes for each coordinate or correlations between coordinates are governed by CMA [362]. CMA-ES adapts the covariance matrix of the multivariate normal mutation distribution. The mutation distribution conducts the generation of new candidate solutions. CMA-ES is a second-order optimization approach, that is, it captures dependencies between variables. The covariance matrix defines the pairwise dependencies between the variables in the distribution. Adaptation of the covariance matrix is based on learning a second-order model of the target objective function, which is reduced to the approximation of the inverse Hessian matrix in the quasi-Newton method, a traditional method in continuous optimization.

The CMA-ES is based on two adaptation principles, which make it an efficient procedure for multimodal continuous problems [361]:

- **Maximum likelihood:** The idea behind this principle is to increase the probability of a successful mutation step. For this purpose, the algorithm updates the covariance matrix of the distribution such that the likelihood of already applied successful steps is increased. Then, the CMA-ES algorithm uses an iterated PCA (principal components analysis) of successful mutation steps while retaining all principal axes.

- **Evolution path:** The other adaptation principle is based on memorizing the time evolution path of the distribution mean. This path will contain important information of the correlation between successive steps. During the search, the evolution path is used for the covariance matrix adaptation procedure in place of single successful mutation steps. Moreover, the evolution path is used to apply an additional step-size control. The goal of this step-size control is to make successive moves of the distribution mean orthogonal in expectation.

### 3.3.2.2 Recombination or Crossover

Unlike unary operators such as mutation, the crossover operator is binary and sometimes $n$-ary. The role of crossover operators is to inherit some characteristics of the two parents to generate the offsprings. As for the mutation operator, the design of crossover operators mainly depends on the representation used. Unlike S-metaheuristics, where the search operators are always unary, this part has been independently developed in the evolutionary computation community.

Some important points must be taken into account in the design or use of a crossover operator:

- **Heritability:** The main characteristic of the crossover operator is *heritability*. The crossover operator should inherit a genetic material from both parents. An
operator is a pure recombination operator (strong heritability) if two identical individuals generate identical offsprings. Hence, the mutation and crossover operators are complementary. In this case, mutation introduces some diversification in the individuals by introducing some missing values in the current individuals of a population.

A crossover operator Ox is respectful if the common decisions in both parents are preserved, and is assorting if the distance between the parents \((p_1, p_2)\) and the offspring \(o\) is lower or equal to the distance between the parents [629]:

\[
d(p_1, o) \leq d(p_1, p_2) \text{ and } d(p_2, o) \leq d(p_1, p_2), \quad \forall o \in O(p_1, p_2, Ox)
\]

where \(O(p_1, p_2, Ox)\) is the set of all possible offsprings generated by the crossover operator Ox.

- **Validity**: The crossover operator should produce valid solutions. This is not always possible for constrained optimization problems.

The crossover rate \(p_c \in [0, 1]\) represents the proportion of parents on which a crossover operator will act. The best parameter value for \(p_c\) is related to other parameters among them such as the population size, the mutation probability, and the selection procedure. The most commonly used rates are in the interval \([0.45, 0.95]\).

Adaptive techniques for the crossover rate may also be useful.

For linear representations excluding permutations, the well-known crossover operators are the 1-point crossover, its generalized form the \(n\)-point crossover, and the uniform crossover.

The basic crossover operator is the 1-point crossover and its generalization the \(n\)-point crossover. These operators have been initially proposed for binary representations. In the 1-point crossover, a crossover site \(k\) is randomly selected, and two offsprings are created by interchanging the segments of the parents (Fig. 3.16). In general, a uniform random distribution is used to select the crossover point \(k\). An effect of disruption can be generated by the 1-point crossover. Suppose that the elements \(A\) and \(E\) are coadapted in the sense that their presence is beneficial in the individual (e.g., \(ABCDE\)). In most of the offsprings, this coadaptation will be lost, given that the crossover point is always between the two elements. Indeed, the elements in the beginning and in the end of the individual are disrupted with a higher probability.

To eliminate the effect of disruption, all positions have to be treated equally. In the \(n\)-point crossover, \(n\) crossover sites are randomly selected (Fig. 3.16). For instance, the 2-point crossover uses two crossing sites. The individuals \(A|BCD|E\) and \(a|bcd|e\) generate the offsprings \(A|bcd|E\) and \(a|BCD|e\).

Using the uniform crossover, two individuals can be recombined without regard to the size of segments. Each element of the offspring is selected randomly from either parent (Fig. 3.17). Each parent will contribute equally to generate the offsprings.
For real-valued representations, in addition to the 1-point, \( n \)-point, and the uniform crossover operators, the following two types of crossover operators are commonly used: mean-centric recombination and parent-centric recombination.

In mean-centric recombination, the offsprings are generated closer to the centroid of their parents. One may use the following crossover operators:

- **Intermediate crossover:** The intermediate crossover operators attempt to average the elements of the parents. Given two parents \( p_1 \) and \( p_2 \), the arithmetic crossover creates an offspring \( o \) using the weighted average:

  \[
  o_i = \alpha x_{1i} + (1 - \alpha) x_{2i}
  \]

- **Geometrical crossover:** The geometrical crossover generates an offspring in the following form [548]:

  \[
  o_i = ((x_{11} x_{21})^{0.5}, \ldots, (x_{1n} x_{2n})^{0.5})
  \]

- **Unimodal normal distribution crossover (UNDX):** In this mean-centric crossover operator, \( (\mu - 1) \) parents \( x^i \) are randomly selected from the population [594]. The mean value \( g \) of the selected individuals is computed. Then,
\((\mu - 1)\) direction vectors \(d^i = x^i - g\) are generated. The variable \(e^i\) denotes the direction cosines \(d^i / |d^i|\). Given a randomly selected individual \(x^\mu\), the length \(D\) of the vector \((x^\mu - g)\) orthogonal to all \(e^i\) is calculated. Let \(e^j\) \((j = \mu, \ldots, n)\) be the orthonormal basis of the subspace orthogonal to the subspace spanned by all \(e^i\) \((i = 1, \ldots, \mu - 1)\) where \(n\) represents the size of individuals. The offspring is generated as follows:

\[
y = g + \sum_{i=1}^{\mu-1} w_i |d^i| e^i + \sum_{i=\mu}^{n} v_i D e^i
\]

where \(w_i\) (resp. \(v_i\)) represents zero-mean normally distributed variables with variance \(\sigma^2\) (resp. \(\sigma^2\)).

- **Simplex crossover (SPX):** The SPX crossover generates the offsprings around the mean [779]. The operator restricts the offsprings in a predefined region: a simplex similar but \(\lambda = \sqrt{\mu + 1}\) bigger than the parent simplex. Unlike the UNDX operator, the SPX operator uses a uniform distribution probability in the generation of the offsprings.

In parent-centric recombination, the offsprings are generated closer to their parents. Each parent is assigned an equal probability of creating an offspring in its neighborhood. One may use the following crossover operators:

- **Simulated binary crossover (SBX):** A random number \(\mu_i\) is first generated between 0 and 1 [196]. Given a probability distribution function:

\[
P(\beta) = \begin{cases} 
0.5(\eta + 1)\beta_i^{\eta} & \text{if } \beta_i \leq 1 \\
0.5(\eta + 1)\beta_i^{\frac{1}{\beta_i}} & \text{otherwise}
\end{cases}
\]

The distribution index \(\eta^9\) gives a higher probability for generating offsprings that are near their parents. The ordinate \(\beta_q\) is found so that the area under the probability curve from 0 to \(\beta_q\) is equal to the generated random number \(\mu_i\):

\[
\beta_q = \begin{cases} 
2\mu_i^{\frac{1}{\eta+1}} & \text{if } \mu_i \leq 0.5 \\
\left[\frac{1}{\eta+1} \mu_i\right]^{\frac{1}{\eta+1}} & \text{otherwise}
\end{cases}
\]

\(^9\)For monoobjective EAs, the value of 2 is generally used for \(\eta\) whereas for multiobjective optimization the interval value \([5, 10]\) is commonly used.
The two offsprings $y^1$ and $y^2$ are then computed as follows:

$$y^1_i = 0.5 \left[ (1 + \beta q_i) x^1_i + (1 - \beta q_i) x^2_i \right]$$

$$y^2_i = 0.5 \left[ (1 - \beta q_i) x^1_i + (1 + \beta q_i) x^2_i \right]$$

where $x^1$ and $x^2$ represent the parents.

- **Parent-centric crossover (PCX):** First the mean vector $g$ is calculated [199]. One parent $x^p$ is selected in equal probability for each offspring. Then, the direction vector $d^p = x^p - g$ is computed. From each of the other $(\mu - 1)$ parents, perpendicular distances $D_i$ to the line $d^p$ are computed and their average $\bar{D}$ is found. The offspring is generated as follows:

$$y = x^p + \omega_\xi |d^p| + \sum_{i=1,i\neq p}^{\mu} \omega_\eta D e^i$$

where $e^i$ represents the $(\mu - 1)$ orthonormal bases spanning the subspace perpendicular to $d^p$, and $\omega_\xi$ (resp. $\omega_\eta$) represents a zero-mean normally distributed variable with variance $\sigma_\xi^2$ (resp. $\sigma_\eta^2$).

Figure 3.18 shows the distribution of the offsprings using the three crossover operators UNDX, SPX, and PCX.

**Example 3.12 Highly disruptive and nonheritable crossover.** Let us use the straightforward encoding for grouping problems which associates to each element its group member (see example 1.32). As pointed out, a classical crossover for linear representations is the 1-point crossover. Applying the 1-point crossover leads to nonefficient search. Given the two parents $AA|BBCC$ and $BB|AACC$,

**FIGURE 3.18** Offspring distribution using the crossover operators UNDX, SPX, and PCX.
the 1-point crossover may produce the individual $AAAACC$ that contains only two groups. This crossover operator is highly disruptive and does not satisfy the heritability property as it generates solutions that will not share the good schemata of the parents and may produce very low-quality individuals from high-quality solutions.

Moreover, if the parents are identical (e.g., $A|BD|ADD$ and $C|AD|CBB$), one of the offspring may be $CBCBB$. This offspring is completely different from its parent and then this crossover operator is highly disruptive. The strong heritability property is not satisfied.

Applying classical crossover operators to permutations will generate solutions that are not permutations (i.e., nonfeasible solutions). Hence, many permutation crossover operators have been designed as follows:

- **Order crossover (OX):** First, two crossover points are randomly selected. From parent 1, one will copy in the offspring, at the same absolute positions, the part between the two points. From parent 2, one will start at the second crossover point and pick the elements that are not already selected from parent 1 to fill them in the offspring from the second crossover point (Fig. 3.19). The OX crossover operator is a pure recombination operator. If one starts filling or picking at the first crossover point, the operator will not be pure. From parent 1, the relative order, the adjacency, and the absolute positions are preserved. From parent 2, only the relative order is preserved [181].

- **Partially mapped crossover (PMX):** As in the order crossover, two crossover points are selected randomly. From parent 1, one will copy in the offspring, at the same absolute positions, the part between the two points (Fig. 3.20) [330].

- **Two-point crossover:** In this operator, two points are randomly selected. The elements outside the selected two points are inherited from one parent of the

![FIGURE 3.19 The order crossover for permutations.](image)
child, and the other elements are placed in the order of their appearance in the other parent as shown in Fig. 3.21.

- Other crossover operators may be used such as the maximum preservative crossover [569], cycle crossover (CX) that preserves the absolute positions of the elements [592], merge crossover [78], and position-based crossover (POS) [735].

Most of the crossover operators may be extended to more than two parents. For instance, the arithmetic crossover may be extended using the following formula:

\[ o_i = w_1x_{i1} + w_2x_{i2} + \cdots + w_kx_{ik} \]

FIGURE 3.20 The partially mapped crossover for permutations.

FIGURE 3.21 Two-Point crossover operator for permutations.
subject to

\[ \sum_{j=1}^{k} w_j = 1 \]

Some crossover operators have been designed for parse tree representations, which are used in GP. The standard subtree crossover operator is shown in Fig. 3.22. From parent 1, a random subtree is selected and removed. Then, a random subtree is selected from parent 2 and inserted at the point the first subtree is removed. The same holds with the subtree extracted from parent 1 to insert at the point the second tree is removed. In general, a user limit is defined to limit the growth of the trees.

Only blind operators have been presented in this section. No problem-specific knowledge (e.g., objective function) is used for the definition of the crossover operators. Problem-specific heuristic crossover and mutation operators will be detailed in Chapter 5 dealing with hybrid metaheuristics.

FIGURE 3.22 A crossover operator for parse tree representations.
3.3.3 Replacement Strategies

The replacement phase concerns the survivor selection of both the parent and the offspring populations. As the size of the population is constant, it allows to withdraw individuals according to a given selection strategy. First, let us present the extreme replacement strategies:

- **Generational replacement**: The replacement will concern the whole population of size $\mu$. The offspring population will replace systematically the parent population. This strategy is applied in the canonical GA as proposed by J. Holland.

- **Steady-state replacement**: At each generation of an EA, only one offspring is generated. For instance, it replaces the worst individual of the parent population.

Between those two extreme replacement strategies, many distinct schemes that consist in replacing a given number of $\lambda$ individuals of the population may be applied ($1 < \lambda < \mu$). Elitism always consists in selecting the best individuals from the parents and the offsprings. This approach leads to a faster convergence and a premature convergence could occur. Sometimes, selecting bad individuals is necessary to avoid the sampling error problem. Those replacement strategies may be stochastic or deterministic.

Let us summarize the common parameters of EAs:

- **Mutation probability $p_m$**: A large mutation probability will disrupt a given individual and the search is more likely random. Generally, small values are recommended for the mutation probability ($p_m \in [0.001, 0.01]$). Usually, the mutation probability is initialized to $1/k$ where $k$ is the number of decision variables. Hence, on average, only one variable is mutated.

- **Crossover probability $p_c$**: The crossover probability is generally set from medium to large values (e.g., $[0.3, 0.9]$).

- **Population size**: The larger is the size of the population, the better is the convergence toward “good” solutions. Sampling errors are more important in smaller populations. However, the time complexity of EAs grows linearly with the size of the population. A compromise must be found between the quality of the obtained solutions and the search time of the algorithms. In practice, the population size is usually between 20 and 100. Some theoretical results indicate that the size of the population should grow exponentially with the size of individuals, which lead to very large populations to be practical.

3.4 OTHER EVOLUTIONARY ALGORITHMS

In the past 15 years, other models of evolutionary algorithms have been developed. Among them, one can find estimation of distribution algorithms, differential evolution, coevolutionary algorithms, and cultural algorithms.
3.4.1 Estimation of Distribution Algorithms

Estimation of distribution algorithms are a recent class of optimization techniques based on the concept of using probability distribution of the population in reproducing new offsprings [519,609]. EDAs are an outgrowth of genetic algorithms in which statistical information is extracted from the population to construct a probability distribution and then are created new individuals by sampling this probability distribution. This class of algorithms is classified as non-Darwinian evolutionary algorithms as they replace Darwinian operators with probability distributions. The first algorithms belonging to this class have been proposed in Refs. [48,568].

Example 3.13 Estimation of distribution algorithms versus genetic algorithms.

Let us consider an optimization problem with a bit vector representation of size 6. In a GA, the population of $k$ individuals is represented explicitly by an array of $k$ vectors. New solutions are created using recombination and mutation variation operators (Fig. 3.23). In an EDA, the population is represented by the probability distribution that is used to reproduce new individuals. For instance, the probability distribution will be represented by a single vector of six probability elements $P = (p_1, p_2, \ldots, p_6)$. Each element of the vector $p_i$ represents the probability that the value associated with the bit vector $i$ is 1 (i.e., a value equal to 0 with a probability $1 - p_i$) (Fig. 3.24). It is possible to create any solution of the search space using the probability distribution $P$.

The principal idea in EDA is then to transform the optimization problem into a search over probability distributions. They maintain a population of individuals. A probabilistic model for promising individuals is constructed. For instance, EDA

---

**FIGURE 3.23** Estimation of distribution algorithms versus genetic algorithms.
estimates the probability distribution of each decision variable of the optimization problem. The probabilistic model represents an explicit model of promising regions of the search space. The induced probabilistic model will be used to generate new solutions. The generated individuals will replace the old population in a full or a partial manner. This process iterates until a given stopping criteria. The general EDA can be sketched as follows (Algorithm 3.4):

\begin{algorithm}
\begin{itemize}
    \item \texttt{t = 1 ;}
    \item Generate randomly a population of \( n \) individuals ;
    \item Initialize a probability model \( Q(x) \) ;
    \item While Termination criteria are not met \textbf{Do}
    \begin{itemize}
        \item Create a population of \( n \) individuals by sampling from \( Q(x) \) ;
        \item Evaluate the objective function for each individual ;
        \item Select \( m \) individuals according to a selection method ;
        \item Update the probabilistic model \( Q(x) \) using selected population and \( f() \) values ;
        \item \( t = t + 1 ; \)
    \end{itemize}
    \item \textbf{End While}
    \item Output: Best found solution or set of solutions.
\end{itemize}
\end{algorithm}

The main step in this algorithm is to estimate the probability model \( Q(x) \) to generate new points according to this distribution. This process represents a clear difference with respect to other evolutionary algorithms that use recombination and/or mutation operators to compute a new population of tentative solutions.

EDAs can be classified according to the level of variable interaction that their probabilistic model takes into account [607]:

- **Univariate**: In this class of EDA, no interaction between the problem variables is taken into account in the construction of the probabilistic model.
- **Bivariate**: In bivariate EDAs, the interactions between two variables will define the probabilistic model.
1. **Multivariate:** In this general class of EDAs, the probabilistic distribution models the interactions between more than two variables. For optimization problems having no significant interaction between variables, univariate and bivariate models provide better results, whereas in problems where higher order interaction occurs, multivariate models must be used to improve the results.

EDAs are mainly based on the use of (unsupervised) density estimators/generative statistical models. The different EDA algorithms differ by the probabilistic models used and their construction. The most known EDAs include the PBIL (population-based incremental learning), UMDA (univariate marginal distribution algorithm), BOA (Bayesian optimization algorithm), and EMNA (estimation of multivariate normal algorithm).

In 1994, the PBIL algorithm was the first EDA strategy applied to solve optimization problems. The algorithm creates a probability vector characterizing high fitness solutions (see Fig. 3.25). A marginal probability is associated with each variable of the problem. Then, each element of the vector is represented as a real value in the range \([0, 1]\), indicating the probability that the associated value appears in that element. This probability vector is then used to create new solutions. Algorithm 3.5 illustrates the PBIL algorithm for a binary optimization problem. The initial distribution is \(D = (0.5, \ldots, 0.5)\). A new population is generated using the distribution \(D\). The fitness of each member is evaluated and ranked. Then, the probability distribution \(D\) is updated according to the new fitness evaluation. This process is repeated until a given population-based stopping criterion.

**Algorithm 3.5** Template of the PBIL algorithm.

```
Initial distribution \( D = (0.5, \ldots, 0.5) \);
Repeat
  Generation of the population;
  If \( r < D_i \) (\( r \) uniform in \([0, 1]\)) Then \( X_i = 1 \)
  Else \( X_i = 0 \);
  Evaluate and sort the population;
  Update the distribution \( D = (1 - \alpha)D + \alpha X_{best} \);
Until Stopping criteria
```
The UMDA approach introduced in Ref. [568] estimates the probability density functions for binary encodings of solutions by the product of the individual probability density. Other probabilistic models may be used:

- Gaussian networks for continuous optimization.
- Bayesian networks for discrete optimization.
- Mutual information maximization for input clustering (MIMIC) regards pairwise dependencies.

The BOA for multivariate dependencies extend the above ideas by using Bayesian networks to model the individuals of superior fitness (see Algorithm 3.6) [608].

**Algorithm 3.6** Template of the BOA algorithm.

```
Initialize the population \( P(0) \) randomly; Evaluate \( P(0) \);
Repeat
  Select a set of promising solutions \( S(t) \) from \( P(t) \);
  Construct the network \( B \) using a given metric and constraints;
  Generate new solutions \( O(t) \) according to the joint distribution encoded by \( B \);
  Create population \( P(t + 1) \) by replacing some solutions from \( P(t) \) with \( O(t) \);
  Evaluate \( P(t) \); \( t = t + 1 \);
Until Stopping criteria
```

The results obtained from the EDA family of algorithms are not yet competitive compared to more traditional metaheuristics.

### 3.4.2 Differential Evolution

Differential evolution (DE) is one of the most successful approaches for continuous optimization [627]. DE grew out of K. Price’s attempts to solve the Chebycheff polynomial fitting problem that had been posed to him by R. Storn [724,725]. The main idea of DE is using vector differences for perturbing the vector population. This idea has been integrated in a novel recombination operator of two or more solutions and a self-referential mutation operator to direct the search toward “good” solutions. The DE community is relatively new and has been growing since 1995.

Like any evolutionary algorithm, DE generates a randomly distributed initial population \( P_0 \) of size \( k \) \((k \geq 4)\). Each individual is a \( D \)-dimensional real vector \( x_{ij} \). Each individual is encoded as a vector of floating-point numbers. Each element of the vector \( x_{ij} \) is generated randomly in the range \([x_{ij}^{lo}, x_{ij}^{hi}]\) representing the lower and the upper bounds for each variable:

\[
x_{ij} = x_{ij}^{lo} + \text{rand}_j[0, 1] \cdot (x_{ij}^{hi} - x_{ij}^{lo}), \quad i \in [1, k], \quad j \in [1, D]
\]

where \( \text{rand}_j \) is a uniformly distributed random variable in the range \([0, 1]\).
Instead of using the classical crossover operators of EAs where parts of the parents are recombined, the DE recombination operator is based on a linear combination in which the distance concept plays an important role. Algorithm 3.7 shows the algorithm associated with the crossover operator. Given a parent $i$ and three randomly selected individuals of the population $r_1$, $r_2$, and $r_3$. The parameter $F$ represents a scaling factor ($F \in [0, 1]$) while the parameter $CR$ represents a probability ($CR \in [0, 1]$). When $rand_j[0, 1] < CR$ or $j = j_{rand}$, the offspring-associated variable will be a linear combination of three randomly chosen solutions. Otherwise, the offspring variable will inherit the value of its parent. The condition $j = j_{rand}$ is included to ensure that at least one variable of the offspring will be different from its parent (for instance, for $CR=0$). The scaling factor $F$ controls the amplification of the difference between the individuals $r_1$ and $r_2$ and is used to avoid stagnation of the search process.

\begin{verbatim}
Algorithm 3.7. Recombination operator in DE.

Input: Parent $i$, three randomly selected individuals $r_1$, $r_2$, $r_3$, $i \neq r_1 \neq r_2 \neq r_3$.

\begin{align*}
    j_{rand} &= int(rand[0,1]D) + 1; \\
    \text{For } (j = 1, j \leq D, j++) \text{ Do} \\
    \quad \text{If } (rand_j[0,1]) < CR \text{ or } (j = j_{rand}) \text{ Then} \\
    \quad \quad a_{ij} = v_{ij} = x_{r_3 j} + F (x_{r_1 j} - x_{r_2 j}); \\
    \quad \text{Else} \\
    \quad \quad a_{ij} = x_{ij}; \\
    \text{End If}
\end{align*}

Output: Offspring $u_i$.
\end{verbatim}

As no single step size can efficiently search all dimensions, the mutation scheme for continuous optimization should dynamically scale the distribution to suit each variable. Moreover, the mutation operator should use a zero-mean distribution in generating mutation vectors, and correlate mutations to ensure rotational invariance. In evolution strategies, the answer to this crucial question is the use of “self-adaptation” (see Example 3.10).

The notation $DE/x/y/z$ is generally used to define a DE strategy, where $x$ specifies the vector to be mutated, which currently can be rand (a randomly chosen population vector) or best (the vector of lowest cost from the current population), $y$ is the number of difference vectors used, and $z$ denotes the crossover scheme. The standard variant is the bin crossover due to independent binomial experiments. Algorithm 3.8 shows the template for the basic DE algorithm (i.e., $DE/rand/1/bin$ algorithm), where $bin$ represents the binary crossover variant. An elitist replacement is considered, that is, the offspring will replace its parent if its objective value is better or equal to the parent one:

$$x_i(t+1) = \begin{cases} u_i(t+1) & \text{if } f(u_i(t + 1)) \leq f(x_i(t)) \\ x_i(t) & \text{otherwise} \end{cases}$$
During the evolution process, each individual \((i)\) is iteratively refined. The modification process has two steps:

- **Mutation/crossover**: This step consists in creating a variant solution using randomly selected members of the population. Then, a trial solution is created by recombining the variant solution with the individual \(i\) (crossover step).
- **Replacement**: This step performs a selection procedure to determine whether the trial solution replaces the individual \(i\) in the population.

**Algorithm 3.8** Template of the DE/rand/1/bin algorithm.

```
Input: Parameters: \(F\) (scaling factor), \(CR\) (crossover constant).
Initialize the population (uniform random distribution) ;
Repeat
   For \((i = 1, i \leq k, i + +)\) Do /* Each individual */
      Mutate and Recombine:
         \(j_{\text{rand}} = \text{int}(\text{rand}[0, 1] \cdot D) + 1\) ;
         For \((j = 1, j \leq D, j + +)\) Do
            If \((\text{rand}[0, 1]) < CR\) or \((j = j_{\text{rand}})\) Then
               \(u_{ij} = v_{ij} = x_{r1j} + F \cdot (x_{r1j} - x_{r2j})\)
            Else
               \(u_{ij} = x_{ij}\)
            End If
         End For
      Replace:
      \(x_{i}(t + 1) = \begin{cases} 
      u_{i}(t + 1) & \text{If } f(u_{i}(t + 1)) \leq f(x_{i}(t)) \\
      x_{i}(t) & \text{Otherwise}
      \end{cases}\)
   End For
Until Stopping criteria /* ex: a given number of generations */
Output: Best population or solution found.
```

DE has shown its efficiency in solving many continuous optimization problems: nonlinear constraint optimization, flat landscapes, noisy and epistatic functions, and so on. Moreover, it is a simple method and effective (algorithmic complexity of \(O(n)\)). Let us summarize some important search concepts in DE:

- **Initial population**: The diversity of the initial population in DE is very important since the search is guided by the difference between vector elements.
- **Repair strategy**: Using the variation operators (recombination, mutation) if the value of a variable exceeds its range, many strategies can be applied to reset the value as follows:
  - **Extreme strategies**: The first extreme strategy is to set the value to the limit it exceeds. The drawback of this method is that it decreases the diversity of the population. The second strategy is to reinitialize the value to a random value. This strategy is extreme in terms of diversity maintenance.
  - **Intermediate**: Some intermediate strategies may be applied. An example of intermediate strategy consists in initializing the offending value to a
point, which is the midway between its old value (before variation) and the bound being violated:

\[
 u_{ij}(t + 1) = \begin{cases} 
 x_{ij}(t) + x^u_{ij}/2 & \text{if } u_{ij}(t + 1) < x^u_{ij} \\
 x_{ij}(t) + x^l_{ij}/2 & \text{if } u_{ij}(t + 1) > x^l_{ij} \\
 u_{ij}(t + 1) & \text{otherwise}
\end{cases}
\]

The bounds will be approached asymptotically and the amount of disruption is minimized.

DE is very easy to tune. There is no probability distribution to specify for the mutation operator. A guideline in designing a DE algorithm may be to choose a given method (e.g., DE/rand/1/exp\textsuperscript{10}), set the number of parents NP to 10 times the number of decision variables of the target optimization problem, and initialize the weighting factor to \( F = 0.8 \) and the crossover constant to \( CR = 0.9 \). If this tuning does not converge, one has to increase the number of parents NP, but often one has only to adjust the scaling factor \( F \) to be a little lower or higher than 0.8. There is always a trade-off between the convergence speed and robustness. If the value of NP is increased and the value of \( F \) is decreased a little bit, convergence is more likely to happen but it generally takes longer time (i.e., DE is more robust).

DE is much more sensitive to the value of \( F \) than it is to the value of \( CR \). \( CR \) is more like a fine-tuning element. High values of \( CR \) (e.g., \( CR = 1 \)) give quicker convergence if convergence occurs. Sometimes, however, one has to go down as much as \( CR = 0 \) to make DE robust enough for a specific problem. If a binomial crossover is selected (e.g., DE/rand/1/bin), \( CR \) is usually higher than the exponential crossover variant (i.e., DE/rand/1/exp). The range of both the values \( F \) and \( CR \) are generally in [0.5, 1] for most encountered problems. Different problems usually require different settings for NP, \( F \), and \( CR \). If the algorithm does not converge, one has to try a different DE method. The mostly used DE methods are DE/rand/1/ or DE/best/2/. The crossover method is not so important although it is known that binomial is generally better than exponential.

### 3.4.3 Coevolutionary Algorithms

Coevolution may be defined as complementary evolution of closely associated species [231]. Many observations from nature show the coevolving of various species represented by a collection of similar individuals in terms of their phenotype. Such an example of cooperative interaction from nature is the interlocking adaptation of many flowering plants and their pollination insects. An example of competitive interaction is the predator–prey relationships where an evolutionary advance in the predator launches an evolutionary response in the prey. This phenomena lead to highly complex adaptations of populations.

\textsuperscript{10}exp stands for exponential crossover variant.
Unlike traditional EAs where a population is composed of a single species, a coevolutionary algorithm may be viewed as a cooperative–competitive strategy involving different populations in which each population represents a given species. The traditional coevolutionary algorithm involves interacting populations in which the different populations are optimizing coupled objectives, that is, the fitness of an individual of a given population will depend on the fitness of individuals of the other populations [375,397].

There are two different models of coevolution: competitive coevolutionary models in which the different populations compete in solving the global problem (e.g., access to limited resources) and cooperative coevolutionary models in which the various populations cooperate to solve the problem (e.g., access to hard-attained resource).

In a competitive coevolutionary algorithm, the individual fitness is related to competition (“arm races”) with individuals of other populations, which evolve independently in their own species [662]. This inverse fitness interaction will increase the capabilities of each population until the global optimal solution is attained. Populations in competitive coevolutionary algorithms use game-theoretic mechanism of competition. Each population minimizes a local cost specified by a local objective function. The competition between populations leads to an equilibrium in which the local objectives cannot be improved and hopefully the global objective is achieved. The global solution is not directly evaluated.

A well-known example of competitive coevolutionary algorithms is the predator–prey model, where the selection process on the solutions in one population will depend on the quality of the solutions in the other population [584,600]. The predator–prey model is inspired by animals grouped in flocks. When chased, animals will have some difficulty to stay around their most preferable places (e.g., water source, better pasture) and have to find other locations that are free of predators and of good quality. The success of a given population will be a failure for another population, which must respond to survive (i.e., fitness inverse interaction). This interaction using inverse objectives is the main driving force of the evolution of various populations (Fig. 3.26).

**Example 3.14 Predator–prey coevolutionary model for constraint satisfaction.**

Let us consider a constrained optimization problem. In this coevolutionary model, there are two populations evolving in parallel [599]. The main population is composed
of potential solutions to the problem. The secondary population contains the handled constraints. A solution with high quality in the main population represents a solution that satisfies a large number of constraints, whereas a solution with high quality in the secondary population represents a constraint that is violated by many solutions.

Constraints and solutions have encounters in which solutions belonging to both populations are evaluated. The quality of a solution is evaluated according to its encounters. The principle of this coevolutionary approach is to increase the quality of those constraints that are harder to satisfy so that the search methods concentrate on them. The more a constraint is satisfied in the main population, the lower is the fitness of the constraint in the secondary population. Hence, the search will focus on difficult constraints.

In cooperative\textsuperscript{11} coevolutionary algorithms, the populations associated with different species cooperate to improve their survival. This scheme may be found in different organisms: eukaryotes that result from the interaction between prokaryotes and infected cells, birds obtain food by cleaning the skin of animals, and so on. Each population (i.e., species) evolves a subcomponent of the solution. Then, a global solution (complex structure) emerges from the assembling of species subcomponents according to a cooperative interaction between the different populations. The fitness of an individual of a given species will depend on its ability to cooperate with individuals from other populations.

**Example 3.15 Competitive versus cooperative coevolutionary models for function optimization.** Let us consider a continuous function $f$ of $n$ variables $x_i$ ($i = 1, n$) to optimize, for instance, the Rosenbrock’s function:

$$f(x) = \sum_{i=1}^{n} (100(x_i^2 - x_{i+1})^2 + (1 - x_i)^2), x \in \mathbb{R}$$

The coevolutionary approach may be viewed as a multiagent in which each agent optimizes a local objective function. The problem must be analyzed in terms of its possible decomposition into subcomponents. The relations between subcomponents will define a communication graph $G_{com}$ called interaction graph. The function $f$ is then decomposed into $n$ local functions $f_i$. Thus, the coevolutionary algorithm will contain $n$ populations evolving in parallel. For each population $P_i$, a local function $f_i$ is associated. A local individual $s_{ij}$ in the population $P_i$ represents a single variable $j$ of the problem. Hence, each population (species) defines a subcomponent of a complete solution and a complete solution is obtained by assembling representative members of each population. For instance, in the Rosenbrocks function, a decomposition of the problem may be based on the local functions $f_i(x_i; x_{i+1})$ and the graph of interaction associates with each node $i$ a variable $x_i$. The node $i$ interacts with the node $i + 1$. Cooperation between agents is performed according to the interaction graph. Received individuals are matched with local ones. Then, the local function is evaluated on the matched individuals. Any EA

\textsuperscript{11} Also named symbiotic and mutualistic.
These coevolving populations compete to minimize their local function. The global system can achieve some equilibrium equivalent to Nash point equilibrium in noncooperative models of game theory. The performance of the whole system is evaluated using a global objective function (e.g., sum of the local function values). The global objective is unknown for the subpopulations that optimize their local objective function. Many real-life problems (e.g., economics) are intrinsically decomposable in terms of the global objective function. In the most unfavorable case, the interaction graph is a fully connected graph, where the global objective function represents the local function for each population. Competitive models can be viewed as noncooperative models of game theory.

In a cooperative coevolutionary model, the interaction graph is fully connected [620]. First, individuals of a given population are randomly matched with individuals from all other populations to construct a global solution. Then, the fitness of each generated individual is computed and the best individual $I_{best}$ is found. Then, at each generation the evolving of the populations is performed in two phases. In the first phase, there is only one active population and the others are frozen. The individuals composing the active population are matched with the best individuals of the other frozen populations (Fig. 3.27). Then, the new best solution of the active population is found. This process is iterated for each population. In the second phase, the best individual of each population is matched with a randomly selected individual from each population. The best of the two generated solutions is considered as the winner and constitutes the new individual. At the end of the evolution process, the best complete solution of the problem is constructed from the best individuals (subcomponents) of each population.

![FIGURE 3.27](image) A cooperative coevolutionary algorithm.
3.4.4 Cultural Algorithms

Cultural algorithms (CAs) are special variants of evolutionary algorithms. CAs have been introduced by R. G. Reynolds in 1994 [652]. They are computational models of cultural evolution based upon principles of human social evolution. They employ a model of cultural change within an optimization problem, where culture might be symbolically represented and transmitted between successive populations [231]. The main principle behind this process is to preserve beliefs that are socially accepted and discard unacceptable beliefs.

Cultural algorithms contain two main elements, a population space at the microevolutionary level and a belief space at the macroevolutionary level (Fig. 3.28). The two elements interact by means of a vote–inherit–promote or VIP protocol. This enables the individuals to alter the belief space and allows the belief space to influence the ways in which individuals evolve. The population space at the microevolutionary level may be carried out by EAs. At each generation, the knowledge acquired by the search of the population (e.g., best solutions of the population) can be memorized in the belief space in many forms such as logic- and rule-based models, schemata, graphical models, semantic networks, and version spaces [559] among others to model the macroevolutionary process of a cultural algorithm. The belief space is divided into

FIGURE 3.28 Search components of cultural algorithms.

12The term “culture” was first introduced by E. B. Tylor in his book Primitive Culture in 1881. He defined culture as “that complex whole which includes knowledge, belief, art, morals, customs, and any other capabilities and habits acquired by man as a member of society.”
distinct categories that represent different domains of knowledge that the population has acquired on the search space: normative knowledge (i.e., a collection of desirable value ranges for some decision variables of the individuals in the population), domain-specific knowledge (i.e., information about the domain of the problem CA is applied to), situational knowledge, temporal knowledge (i.e., information of important events about the search), and spatial knowledge (i.e., information about the landscape of the tackled optimization problem). Algorithm 3.9 illustrates the template of a cultural algorithm.

**Algorithm 3.9** Template of the cultural algorithm.

```plaintext
Initialize the population \( \text{Pop}(0) \);
Initialize the Belief \( \text{BLF}(0) \);
\( t = 0 \);
Repeat
  Evaluate population \( \text{Pop}(t) \);
  Adjust(\( \text{BLF}(t) \), Accept(\( \text{POP}(t) \)));
  Evolve(\( \text{Pop}(t+1) \), Influence(\( \text{BLF}(t) \)));
  \( t = t + 1 \);
Until Stopping criteria
Output: Best found solution or set of solutions.
```

As such, cultural algorithms represent a P-metaheuristic based on hybrid evolutionary systems that integrate evolutionary search and symbolic reasoning. They are particularly useful for problems whose solutions require extensive domain knowledge (e.g., constrained optimization problems) and dynamic environments (e.g., dynamic optimization problems).

### 3.5 SCATTER SEARCH

Scatter search has its origin in the paper of F. Glover [320]. SS is a deterministic strategy that has been applied successfully to some combinatorial and continuous optimization problems. Even if the principles of the method have been defined since 1977, the application of SS is in its beginning.

SS is an evolutionary and population metaheuristic that recombines solutions selected from a reference set to build others [491]. The method starts by generating an initial population Pop satisfying the criteria of diversity and quality. The reference set (RefSet) of moderate size\(^{13}\) is then constructed by selecting good representative solutions from the population. The selected solutions are combined to provide starting solutions to an improvement procedure based on a S-metaheuristic. According to the result of such procedure, the reference set and even the population of solutions are updated to incorporate both high-quality and diversified solutions. The process is iterated until a stopping criterion is satisfied.

\(^{13}\)Typically, the reference set is composed of more or less 10 solutions.
The SS approach involves different procedures allowing to generate the initial population, to build and update the reference set, to combine the solutions of such set, to improve the constructed solutions, and so on. SS uses explicitly strategies for both search intensification and search diversification. It integrates search components from P-metaheuristics and S-metaheuristics. The algorithm starts with a set of diverse solutions, which represents the reference set (initial population) (see Algorithm 3.10). This set of solutions is evolved by means of recombination of solutions as well as by the application of local search (or another S-metaheuristic).

Algorithm 3.10 Template of the scatter search algorithm.

```c
/* Initial phase */
Initialize the population Pop using a diversification generation method ;
Apply the improvement method to the population ;
Reference set Update Method ;
/* Scatter search iteration */
Repeat
Subset generation method ;
Repeat
Solution Combination Method ;
Improvement Method ;
Until Stopping criteria 1
Reference Set Update Method ;
Until Stopping criteria
Output: Best found solution or set of solutions.
```

The design of a scatter search algorithm is generally based on the following five methods (Fig. 3.29):

![FIGURE 3.29 Search components of scatter search algorithms.](image-url)
• **Diversification generation method:** This method generates a set of diverse initial solutions. In general, greedy procedures are applied to diversify the search while selecting high-quality solutions.

• **Improvement method:** This method transforms a trial solution into one or more enhanced trial solutions using any S-metahuristic. In general, a local search algorithm is applied and then a local optimum is generated.

• **Reference set update method:** In this search component, a reference set is constructed and maintained. The objective is to ensure diversity while keeping high-quality solutions. For instance, one can select RefSet1 solutions with the best objective function and then adding RefSet2 solutions with the best diversity (RefSet = RefSet1 + RefSet2).

• **Subset generation method:** This method operates on the reference set RefSet, to produce a subset of solutions as a basis for creating combined solutions. This method usually selects all the subsets of fixed size $r$ (in general, $r = 2$). This procedure is similar to the selection mechanism in EAs. However, in SS, it is a deterministic operator, whereas in EAs, it is generally a stochastic operator. Moreover, the size of the reference set in SS is much smaller than the size of the population in EAs. This is why more enumerative selection mechanisms can be applied.

• **Solution combination method:** A given subset of solutions produced by the subset generation method are recombined. In general, weighted structured combinations are used via linear combinations and generalized rounding to discrete variables. This operator may be viewed as a generalization of the crossover operator in EAs where more than two individuals are recombined.

The three search components (diversification generation method, improvement method, and combination method) are problem specific whereas the two other search components (reference set update method, subset generation method) are generic. Those methods are combined, as shown in Fig. 3.29 and Algorithm 3.10.

**Example 3.16 Scatter search algorithm for the $p$-median problem.** The $p$-median problem is a $p$-facility location–allocation problem with a wide class of logistic and clustering applications such as location of warehouses and public facilities [297]. Given a set $L = \{v_1, v_2, \ldots, v_m\}$ of $m$ potential locations for $p$ facilities. Given a set $U = \{u_1, u_2, \ldots, u_n\}$ of $n$ customers. Given an $n \times m$ matrix, $D = (d_{ij})_{n \times m}$, that represents the distance (or a given cost) to satisfy the demand of the customer located at $u_i$ from the facility located at $v_j$. The $p$-median problem consists in locating the $p$ facilities at locations $L$ and allocating every customer $u_i$ to a facility to minimize the objective function, which represents the total distance between the customers and their associated closest facilities.

$$f(X) = \min \sum_{u_i \in U} \min_{v_j \in S} d_{u_i v_j}$$
where \( S \) represents the set of facilities \((S \subseteq L \text{ and } |S| = p)\). Let us design a SS to solve this problem. Let us suppose that without loss of generality, \( L = U \) and \( m = n \). The problem will consist in selecting a set \( S \) of \( p \) locations from \( U \) to locate the facilities. In the rest of this section, some solutions for the different design issues of a scatter search algorithm are presented.

**Encoding:** A solution of the \( p \)-median problem may be encoded as a discrete vector \( v = [v_1, v_2, \ldots, v_n] \) of size \( n \), which represents the arrangement of all customers \( U \). The variable \( v_i \) defines a facility in \( S \) for \( i \leq p \) and it is a nonfacility point for \( i > p \).

**Neighborhood:** A move operator may be the interchange operator. The neighborhood of a solution is defined by the set of interchanges \( I = \{(i, j) : 1 \leq i \leq p, p < j \leq n\} \). For an interchange \((i, j) \in I\), the neighbor of a solution \( x \) is \( x - \{v_i\} + \{v_j\} \).

**Initial population:** The set \( L \) of points is partitioned into disjoint subsets. A greedy heuristic is applied to each subset \( L_i \) as follows: an initial point \( u \) of \( L_i \) is selected arbitrary, and \( p - 1 \) iterations of selecting the farthest point to the already selected points are performed. This greedy procedure is applied from different initial points to obtain different solutions for each subset \( L_i \). For each obtained solution, an improvement method is performed. To optimize the diversity, one needs to define a distance between two solutions. The distance may be defined as follows:

\[
\text{dist}(X, Y) = f_Y(X) + f_X(Y)
\]

where \( f_Y(X) = \sum_{x \in X} \min_{u \in Y} d_{uv} \). Given that the size of the population Pop is Popsize, the parameter \( \alpha \) specifies the proportion of solutions selected using the objective function. For the \((1 - \alpha)\text{Popsize}\) remaining solutions, they are selected using the diversification scoring function \( h \):

\[
h(X) = f(X) - \beta \text{dist}(X, \text{Pop})
\]

where \( \text{dist}(x, \text{Pop}) = \min_{Y \in \text{Pop}} \text{dist}(X, Y) \) and \( \beta \) is a constant parameter.

**Generation of the reference set:** RefSet1 solutions are selected in terms of the quality of the objective function. RefSet2 solutions are selected using the diversity criteria (RefSet = RefSet1 + RefSet2). Once the best RefSet1 solutions have been included in the reference set RefSet, the farthest solution from the solutions already in the reference set is iteratively included. This procedure of diversification is repeated RefSet2 times.

**Subset generation method:** All subsets of size \( r = 2 \) are selected. Repetitions can be avoided by storing information on the already selected combinations.

**Solution combination method:** A recombination crossover operator involving two solutions may be applied. First, the common points \( X \) to both solutions are selected. The construction of the set

\[
L(u) = \{v \in L : d_{un} \leq \beta d_{\text{max}}\}
\]

is performed, where \( u \in L \setminus X \) and \( d_{\text{max}} = \max_{u \in X} d_{uv} \). Then, the point \( u^* \in L \) such that \( d_{u^*} = \max_{v \in L} d_{uv} \) and a random point \( v \in L(u^*) \) that is included in \( X \) are selected. This procedure is applied until \( |X| = p \).
**Improvement method:** A straightforward local search is applied using the encoding and the neighborhood defined above. The improvement method can be extended to any S-metahuristic such as tabu search and simulated annealing. The output of this procedure is the set ImpSolSet of improved solutions.

**Reference set update method:** The “generate reference set” procedure is applied to the set composed of the union between RefSet and the set of improved solutions ImpSolSet.

### 3.5.1 Path Relinking

Path relinking (PR) was proposed by Glover within the framework of scatter search [325]. It allows to explore paths connecting elite solutions found by scatter search. However, this strategy may be generalized and applied to any metaheuristic generating a pool of “good” solutions such as evolutionary algorithms, greedy adaptive search procedure (GRASP), ant colonies, and iterative local search.

The main idea of path relinking is to generate and to explore the trajectory in the search space connecting a starting solution $s$ and a target solution $t$. The idea is to reinterpret the linear combinations of points in the Euclidean space as paths between and beyond solutions in a neighborhood space. The path between two solutions in the search space (neighborhood space) will generally yield solutions that share common attributes with the input solutions. A sequence of neighboring solutions in the decision space are generated from the starting solution to the target solution. The best found solution in the sequence is returned. Algorithm 3.11 shows the template for a basic PR algorithm. At each iteration, the best move in terms of the objective function and decreasing the distance $d$ between the two solutions is selected. This is repeated until the distance is equal to 0. The best solution found in the trajectory is returned by the algorithm.

**Algorithm 3.11** Template of the basic PR algorithm.

| Input: Starting solution $s$ and target solution $t$. $x = s$; While $\text{dist}(x, t) \neq 0$ Do Find the best move $m$ which decreases $\text{dist}(x \oplus m, t)$; $x = x \oplus m$ /* Apply the move $m$ to the solution $x$ */; | Output: Best solution found in trajectory between $s$ and $t$. |

The main design issues in path relinking are as follows:

- **Path selection:** The issue here is what should be considered in the generation of the path. A guiding heuristic to generate the path has to be used to minimize the distance toward the guiding solution. Hence, a distance $d$ must be defined in the search space associated with the problem (see Section 2.2.1). The computational complexity of this procedure must be taken into account. While it is polynomial
for some problems, it may be more complex for other optimization problems. Moreover, many paths may also be considered in parallel.

Let $s$ and $t$ be respectively the starting and the guiding solutions. A sequence $(s, x_1, x_2, \ldots, t)$ has to be generated. For instance, the candidate set $S(x_i)$ for $x_{i+1}$ may be generated from $x_i$ by selecting in the neighborhood of the solution $x_i$ those of minimum distance to the guiding solution $x'$:

$$S(x_i) = x_{i+1}/x_{1+1} \in N(x_i) \text{ and } \text{Min}(d(x_{i+1}, t))$$

The cardinality of this set may be greater than one. Hence, an additional selection criteria have to be used to select a solution from the candidate set $S(x_i)$. The selection mechanism may be based on different criteria:

- **Quality**: Choosing the solution based on the objective function of the problem. Choosing the best or the worst solutions will have a different impact on the search (intensification, diversification).

- **History of the search**: The memory of the search may be used in the selection phase. For instance, the use of the recency memory in tabu search may discard some solutions (see Section 2.5).

  If the choice rules do not forbid cycles in the generation of the path, then a tabu list may be maintained. The path selection may also be guided by the set $\Delta(s, t)$ that represents the set of different components (e.g., edges in routing problems) in the starting solution $s$ and the target solution $t$.

- **Intermediate operations**: This design question deals with the operations to apply at each step of the path construction. Some selected solutions on the path may be considered. For instance, one may apply a S-metaheuristic at each intermediate solution. Figure 3.30 illustrates such a case where a local search procedure is applied on an intermediate solution to improve the quality of the search.

Moreover, for each pair of solutions $s$ and $t$, various alternatives exist to select the starting and the target solutions (Fig. 3.31):

- **Forward**: The worst solution among $s$ and $t$ is used as the starting solution.

- **Backward**: The role of each solution is interchanged. The better solution among $s$ and $t$ is used as the starting solution. As the neighborhood of the starting solution is more explored than of the target solution, the backward strategy is in general better than the forward one.

- **Back and forward relinking**: Two paths are constructed in parallel, using alternatively $s$ as the starting and the target solutions. This strategy adds an overhead in the computation time that is not surely balanced by the quality of the obtained solutions.

- **Mixed relinking**: As in the back and forward relinking strategy, two paths are constructed in parallel from $s$ and $t$ but the guiding solution is an intermediate
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FIGURE 3.30 Application of a local search procedure to an intermediate solution in path relinking. In a “big valley” landscape structure, an intermediate solution between two local optima may be reasonably guided to a third basin of attraction. This third basin of attraction may contain a better local optima.

solution $m$ at the same distance from $s$ and $t$. This parallel strategy may reduce the computational time.

Example 3.17 Optima linking in a binary search space. In the context of binary representation of optimization problems, a path may be found by finding at each step the best move (flip operator) that would guide the current solution one step nearer to

FIGURE 3.31 Different path relinking strategies in terms of the starting and guiding solutions.
the target solution. The distance used is the Hamming distance and is easily computed [633]. The path selection procedure may be viewed as a constrained local search where the set of candidate solutions is constrained and the neighbor selection strategy is generalized. For nonbinary representations, measuring the distance between solutions may be difficult.

### 3.6 SWARM INTELLIGENCE

Algorithms inspired from the collective behavior of species such as ants, bees, wasps, termite, fish, and birds are referred as swarm intelligence algorithms [85,617,672]. Swarm intelligence originated from the social behavior of those species that compete for foods. The main characteristics of swarm-intelligence-based algorithms are particles are simple and nonsophisticated agents, they cooperate by an indirect communication medium, and do movements in the decision space

Among the most successful swarm intelligence inspired optimization algorithms are ant colony and particle swarm optimization.

#### 3.6.1 Ant Colony Optimization Algorithms

The basic idea in ant colony optimization algorithms (ACO) is to imitate the cooperative behavior of real ants to solve optimization problems. ACO metaheuristics have been proposed by M. Dorigo [215]. They can be seen as multiagent systems in which each single agent is inspired by the behavior of a real ant. Traditionally, ACO have been applied to combinatorial optimization problems and they have achieved widespread success in solving different problems (e.g., scheduling, routing, assignment) [219].

The main interest of real ant’s behavior is that simple ants using collective behavior perform complex tasks such as transportation of food and finding shortest paths to the food sources. ACO algorithms mimic the principle that using very simple communication mechanism, an ant colony is able to find the shortest path between two points. Figure 3.32 illustrates an experiment done by Goss et al. [338] with a real colony of Argentine ants (Iridomyrmex humilis). Notice that those ants cannot see very well. The colony has access to a food source linked by two paths to the colony’s nest. During their trips, a chemical trail (pheromone) is left on the ground. The pheromone is an olfactive and volatile substance. The role of this trail is to guide the other ants toward the target point. The larger the amount of pheromone on a particular path, the larger the probability that the ants will select the path. For a given ant, the path is chosen according to the smelt quantity of pheromone.

14Self-organization using indirect cooperation is an important issue in biological systems [105].
Furthermore, this chemical substance has a decreasing action over time (evaporation process) and the quantity left by one ant depends on the amount of food (reinforcement process). As shown in Fig. 3.32, when facing an obstacle, there is an equal probability for every ant to choose the left or right path. As the left trail is shorter than the right one and so requires less travel time, the ant will end up leaving a higher level of pheromone. The more the ants take the left path, the higher the pheromone trail. Hence, there is an emergence of the shortest path. This fact will be increased by the evaporation stage. This indirect form of cooperation is known as stigmergy.

Algorithm 3.12 presents the template algorithm for ACO. First, the pheromone information is initialized. The algorithm is mainly composed of two iterated steps: solution construction and pheromone update.

**Algorithm 3.12** Template of the ACO.

```plaintext
Initialize the pheromone trails;
Repeat
  For each ant Do
    Solution construction using the pheromone trail;
    Update the pheromone trails:
    Evaporation;
    Reinforcement;
  Until Stopping criteria
Output: Best solution found or a set of solutions.
```

- **Solution construction:** The construction of solutions is done according to a probabilistic state transition rule. Artificial ants can be considered as stochastic.
greedy procedures that construct a solution in a probabilistic manner by adding solution components to partial ones until a complete solution is derived (see Section 1.3.4). The target optimization problem can be seen as a decision graph (or construction graph) where an ant will construct a path. Usually, this iterative process takes into account

- **Pheromone trails**: Indeed, the pheromone trails memorize the characteristics of “good” generated solutions, which will guide the construction of new solutions by the ants. The pheromone trails change dynamically during the search to reflect the acquired knowledge. It represents the memory of the whole ant search process.

- **Problem-dependent heuristic information**: A problem-specific information gives more hints to ants in their decisions to construct solutions.

• **Pheromone update**: The update of the pheromone is carried out using the generated solutions. A global pheromone updating rule is applied in two phases:
  - An **evaporation phase** where the pheromone trail decreases automatically. Each pheromone value is reduced by a fixed proportion:
    $$\tau_{ij} = (1 - \rho)\tau_{ij}, \quad \forall i, j \in [1, n]$$
    where $\rho \in [0, 1]$ represents the reduction rate of the pheromone. The goal of the evaporation is to avoid for all ants a premature convergence toward “good” solutions and then to encourage the diversification in the search space (exploration).
  - A **reinforcement phase** where the pheromone trail is updated according to the generated solutions. Three different strategies may be applied [155]:
    - **Online step-by-step pheromone update**: The pheromone trail $\tau_{ij}$ is updated by an ant at each step of the solution construction [217].
    - **Online delayed pheromone update**: The pheromone update of $\tau$ is applied once an ant generates a complete solution [527]. For instance, in the ACS, each ant will update the pheromone information with a value that is proportional to the quality of the solution found. The better the solution found, the more accumulated the pheromone.
    - **Off-line pheromone update**: The pheromone train update is applied once all ants generate a complete solution. This is the most popular approach where different strategies can be used [541]:
      - **Quality-based pheromone update**: This strategy updates the pheromone value associated with the best found solution among all ants (or the best $k$ solutions where the number $k$ is smaller than the number of ants) [218]. The added values depend on the quality of the selected solutions. For instance, for each component belonging to the best solution $\pi^*$, a positive
value $\Delta$ is added:

$$\tau_{i\pi^*(i)} = \tau_{i\pi^*(i)} + \Delta, \quad \forall i \in [1, n]$$

- **Rank-based pheromone update:** The best $k$ ant solutions are allowed to update the pheromone with an amount depending on the ranking of the solutions [95].
- **Worst pheromone update:** The ant generating the worst solution will decrease the pheromone trails related to the components of the solution [154].
- **Elitist pheromone update:** The best solution found so far will update the pheromone to enforce an intensification of the search [728]. A minimum (resp. maximum) value for the pheromone is defined such as each choice has a minimum (resp. maximum) probability to be selected.

Theoretical convergence analysis of ACO algorithms may be found in Ref. [348]. The first convergence results were presented in Ref. [727]. The author proves convergence with probability $1 - \epsilon$ to an optimal solution of a particular ACO algorithm, the graph-based ant system (GBAS). In Ref. [727], a convergence result has been obtained for a more general class of ACO algorithms among the most efficient in practice, the class of algorithms that uses a lower bound $\tau_{\text{min}}$ to all pheromone values. Indeed, the lower bound allows the probability to generate any solution to be different from zero. For a comprehensive survey of theoretical results for ant colony optimization, the reader may refer to Ref. [216].

In addition to classical and common search components in metaheuristics (e.g., representation), the main issue in designing an ACO is the determination of the following:

- **Pheromone information:** The pheromone model represents the central component of ACO algorithms. It consists in defining a vector of model parameters $\tau$ called pheromone trail parameters. The pheromone values $\tau_i \in \tau$ should reflect the relevant information in the construction of the solution for a given problem. They are usually associated with the components of a solution.
- **Solution construction:** In the solution construction, the main question is concerned with the definition of the local heuristic to be used in guiding the search in addition to the pheromone. The ACO metaphor is easy to adapt in solving problems where relatively efficient greedy algorithms already exist.
- **Pheromone update:** Mainly the reinforcement learning strategy for the pheromone information has to be defined.

**Example 3.18 ACO for the TSP problem.** Let us consider the application of ACO algorithms to the TSP problem. The ant system (AS) was the first application of ACO in the domain of combinatorial optimization [215]. Let $G = (V, E)$ be the input graph. Designing an ACO algorithm for the TSP needs the definition of the pheromone trails and the solution construction procedure (Algorithm 3.13).

Initialize the pheromone information 
Repeat
  For each ant Do
    Solution construction using the pheromone trails:
    \( S = \{1, 2, \ldots, n\} \) / Set of potentially selected cities */
    Random selection of the initial city \( i \);
    Repeat
      Select new city \( j \) with probability
      \[ p_{ij} = \frac{\tau_{ij}}{\sum_{k \in S} \tau_{ik}} \] ;
      \( S = S - \{j\} \); \( i = j \);
    Until \( S = \emptyset \) 
  End For
Update the pheromone trail:
For \( i, j \in [1, n] \) Do
  \( \tau_{ij} = (1 - \rho)\tau_{ij} \) / Evaporation */;
For \( i \in [1, n] \) Do
  \( \tau_{ir(i)} = \tau_{ir(i)} + \Delta / \pi: \text{best found solution} */; 
Until Stopping criteria
Output: Best solution found or a set of solutions.

- **Pheromone trails:** A pheromone \( \tau_{ij} \) will be associated with each edge \((i, j)\) of the graph \( G \). The pheromone information can be represented by an \( n \times n \) matrix \( \tau \) where each element \( \tau_{ij} \) of the matrix expresses the desirability to have the edge \((i, j)\) in the tour. The pheromone matrix is generally initialized by the same values\(^\dagger\). During the search, the pheromone will be updated to estimate the utility of any edge of the graph.

- **Solution construction:** Each ant will construct a tour in a stochastic way. Given an initial arbitrary city \( i \), an ant will select the next city \( j \) with the probability

\[
p_{ij} = \frac{\tau_{ij} \cdot \eta_{ij}^\alpha}{\sum_{k \in S} \tau_{ik} \cdot \eta_{ik}^\alpha}, \quad \forall j \in S
\]

where the set \( S \) represents the not yet visited solutions of the graph \( G \). The ants may use a randomly selected initial city in the construction phase.

The additional problem-dependent heuristic is defined by considering the values \( \eta_{ij} \) equal to \( 1/d_{ij} \) where \( d_{ij} \) represents the distance between the cities \( i \) and \( j \). The higher the heuristic value \( \eta_{ij} \), the shorter the distance \( d_{ij} \) between cities \( i \) and \( j \). Computing the decision transition probabilities, \( p_{ij} \) is performed as follows:

\[
p_{ij} = \frac{\tau_{ij} \cdot \eta_{ij}^\alpha}{\sum_{k \in S} \tau_{ik}^\alpha \cdot \eta_{ik}^\beta}, \quad \forall j \in S
\]

\(^\dagger\)The values of \( \tau_{ii}, i \in [1, n] \) are useless.
where $\alpha$ and $\beta$ are parameters representing the relative influence of the pheromone values and the problem-dependent heuristic values. If $\alpha = 0$, the ACO algorithm will be similar to a stochastic greedy algorithm in which the closest cities are more likely selected. If $\beta = 0$, only the pheromone trails will guide the search. In this case, a rapid emergence of stagnation may occur where all ants will construct the same suboptimal tour. Hence, a good trade-off must be found in using these two kinds of information.

Then, the pheromone update procedure has to be specified. For instance, each ant will increment the pheromone associated with the selected edges in a manner that is proportional to the quality of the obtained tour $\pi$:

$$\tau_{i\pi(i)} = \tau_{i\pi(i)} + \Delta, \quad \forall i \in [1, n]$$

where $\Delta = 1/f(\pi)$. Then, good tours will emerge as the result of the cooperation between ants through the pheromone trails.

The classical evaporation procedure is applied for the pheromone trails. For each edge, its pheromone $\tau_{ij}$ will evaporate as follows:

$$\tau_{ij} = (1 - \rho)\tau_{ij}, \quad \forall i, j \in [1, n]$$

where $\rho \in [0, 1]$ represents the reduction rate of the pheromone.

Compared to other metaheuristics, an important aspect in ACO is the differential path length (DPL) effect of ants. The decentralized and asynchronous nature of ants is crucial in solving distributed problems where there is no global view of the objective function. Decisions must be taken under a local view of the problem.

**Example 3.19 Solving distributed and dynamic problems with ACO.** This example illustrates the efficient way ACO can solve distributed network problems. For instance, in network routing, the problem deals with building and using routing tables to route the data traffic so that a given measure of network performance (e.g., throughput) is maximized. The network can be modeled by a weighted graph $G = (V, E)$ where the vertices of the set $V$ represent the network nodes (processing/queuing/forwarding capabilities) and the edges of the graph represent the links of the network (directional transmission system). The weight associated with the edges is defined by the physical properties of the link (static measure) and the crossing traffic flow (dynamic measure). Given a network application with data flow from any source to any destination, the problem consists in constructing the routing tables $R_i$ for each node of the network. The routing table $R_i = r_{i,jd}$ at the node $i$ and for message destined to $d$ will forward the message to the neighbor node $j$.

Pheromone trail will be associated with each link of the network. A pheromone trail associated with a given edge $(i, j)$ is a vector composed of $N - 1$ trails $\tau_{ijd} \in [0, 1]$ where $N$ is the number of nodes of the network and $d$ the destination node. Indeed, the pheromone trail of an edge will also depend on the final destination node. To each ant of the colony is assigned a pair (routing task) $(f, d)$, which is defined by the starting node.
Unlike classical optimization problems such as the TSP, two properties characterize this problem:

- **Distribution**: Each ant will solve a partial problem. The global problem is to build all paths defined by \((f, d)\) whereas an ant will find a single path of the whole problem.
- **Dynamicity**: The weights associated with the edges are not static and can change dynamically according to the traffic.

ACO algorithms can be designed for this problem as follows [108]: ants are launched from each node of the network taking into account the traffic patterns. Each ant will search for the minimum cost path from its assigned starting node \(f\) to its assigned destination node \(d\). When an ant \(k\) is in the node \(i\), it will select the next neighbor \(j\) according to a probabilistic transition rule that depends on the pheromone trails associated with the edges and a heuristic value. A heuristic value \(\eta_{ij}\), which depends on the destination node \(d\), is associated with each edge \((i, j)\) as given below.

\[
\eta_{ij} = 1 - \frac{q_{ij}}{\sum_{l \in N_i} q_{il}}
\]

where \(q_{ij}\) is the length of the message queue in the link connecting node \(i\) with its neighbor \(j\).

The solution construction is based on the routing table \(A_i = [a_{ijd}(t)]\) at each node \(i\). This routing table is a composition of the pheromone trails \(\tau_{ijd}\) and the heuristic values \(\eta_{ij}\):

\[
a_{ijd}(t) = \frac{w \tau_{ijd}(t) + (1 - w)\eta_{ij}}{w + \frac{1}{|N_i| - 1}}
\]

where \(j \in N_i, d\) is the destination node, \(w \in [0, 1]\) a weighting factor, and the denominator is a normalization factor. Then, the ant \(k\) located in the node \(i\) for the destination \(d\) will choose a not yet visited node \(j\) with the probability

\[
p_{ijd}^k(t) = \begin{cases} a_{ijd}(t) & \text{if } j \notin M^k \\ 0 & \text{if } j \in M^k \end{cases}
\]

where \(M^k\) is the set of already visited nodes. If all nodes are already visited by the ant, a neighbor node \(j \in N_i\) is chosen randomly.

The reinforcement procedure of the pheromone trails works as follows: once an ant \(k\) completes a path, it updates the pheromone trails by an amount \(\Delta \tau^k(t)\) that is proportional to the quality of the built path. So the ant moves back to the source node by using the same reverse path. For each link \(l_{ij}\), the ant increases the pheromone trail intensity by \(\Delta \tau^k(t)\).

\[
\tau_{ijd}(t) = \tau_{ijd}(t) + \Delta \tau^k(t)
\]
Then, the pheromone values of all the output connections of the same node $i$ evaporate.

$$
\tau_{i,jd}(t) = \frac{\tau_{i,jd}(t)}{(1 + \Delta \tau_{i,j}(t))}, \quad \forall j \in N_i
$$

where $N_i$ is the set of neighbors of the node $i$.

### 3.6.1.1 ACO for Continuous Optimization Problems

ACO algorithms have been extended to deal with continuous optimization problems. The main issue in adapting the ACO metaheuristic is to model a continuous nest neighborhood by a discrete structure or change the pheromone model by a continuous one. Indeed, in ACO for combinatorial problems, the pheromone trails are associated with a finite set of values related to the decisions that the ants make. This is not possible in the continuous case. ACO was first adapted for continuous optimization in Ref. [75]. Further attempts to adapt ACO for continuous optimization were reported in many works [224,708,778]. Most of these approaches do not follow the original ACO framework [709]. The fundamental idea is the shift from using a discrete probability distribution to using a continuous one (e.g., probability density function [709]).

Initializing the numerous parameters of ACO algorithms is critical. Table 3.6 summarizes the main parameters of a basic ACO algorithm. Some sensitive parameters such as $\alpha$ and $\beta$ can be adjusted in a dynamic or an adaptive manner to deal with the classical trade-off between intensification and diversification during the search [635]. The optimal values for the parameters $\alpha$ and $\beta$ are very sensitive to the target problem. The number of ants is not a critical parameter. Its value will mainly depend on the computational capacity of the experiments.

### 3.6.2 Particle Swarm Optimization

Particle swarm optimization is another stochastic population-based metaheuristic inspired from swarm intelligence [459]. It mimics the social behavior of natural organisms such as bird flocking and fish schooling to find a place with enough food. Indeed, in those swarms, a coordinated behavior using local movements emerges without any central control. Originally, PSO has been successfully designed for continuous optimization problems. Its first application to optimization problems has been proposed in Ref. [457].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Role</th>
<th>Practical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Pheromone influence</td>
<td>–</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Heuristic influence</td>
<td>–</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Evaporation rate</td>
<td>[0.01, 0.2]</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of ants</td>
<td>[10, 50]</td>
</tr>
</tbody>
</table>
In the basic model, a swarm consists of \( N \) particles flying around in a \( D \)-dimensional search space. Each particle \( i \) is a candidate solution to the problem, and is represented by the vector \( x_i \) in the decision space. A particle has its own position and velocity, which means the flying direction and step of the particle (Fig. 3.33). Optimization takes advantage of the cooperation between the particles. The success of some particles will influence the behavior of their peers. Each particle successively adjusts its position \( x_i \) toward the global optimum according to the following two factors: the best position visited by itself (pbest\(_i\)) denoted as \( p_i = (p_{i1}, p_{i2}, \ldots, p_{iD}) \) and the best position visited by the whole swarm (gbest) (or lbest, the best position for a given subset of the swarm) denoted as \( p_g = (p_{g1}, p_{g2}, \ldots, p_{gD}) \). The vector \( (p_g - x_i) \) represents the difference between the current position of the particle \( i \) and the best position of its neighborhood.

### 3.6.2.1 Particles Neighborhood

A neighborhood must be defined for each particle. This neighborhood denotes the social influence between the particles. There are many possibilities to define such a neighborhood. Traditionally, two methods are used:

- **gbest Method:** In the global best method, the neighborhood is defined as the whole population of particles (Fig. 3.34).

- **lbest Method:** In the local best method, a given topology is associated with the swarm. Hence, the neighborhood of a particle is the set of directly connected particles. The neighborhood may be empty in which the particles are isolated (i.e., \( C_2 = 0 \)) [244]. Figure 3.34 shows three different topologies: complete
graph, ring world graph, and small world graph. This model is similar to social science models based on population members’ mutual imitation, where a stabilized configuration will be composed of homogeneous subpopulations. Each subpopulation will define a sociometric region where will emerge a like-minded “culture.” Individuals into the same sociometric region tend to become similar and individuals belonging to different regions tend to be different [40,585].

According to the neighborhood used, a leader (i.e., lbest or gbest) represents the particle that is used to guide the search of a particle toward better regions of the decision space.

A particle is composed of three vectors:

- The $x$-vector records the current position (location) of the particle in the search space.
- The $p$-vector records the location of the best solution found so far by the particle.
- The $v$-vector contains a gradient (direction) for which particle will travel if undisturbed.
- Two fitness values: The $x$-fitness records the fitness of the $x$-vector, and the $p$-fitness records the fitness of the $p$-vector.

A particle swarm may be viewed as a cellular automata where individual cell (particles in PSO) updates are done in parallel; each new cell value depends only on the old value of the cell and its neighborhood, and all cells are updated using the same rules. At each iteration, each particle will apply the following operations:

- **Update the velocity:** The velocity that defines the amount of change that will be applied to the particle is defined as

$$v_i(t) = v_i(t - 1) + \rho_1 C_1 \times (p_i - x_i(t - 1)) + \rho_2 C_2 \times (p_g - x_i(t - 1))$$

FIGURE 3.34 Neighborhood associated with particles. (a) gbest Method in which the neighborhood is the whole population (complete graph). (b) lbest Method where a noncomplete graph is used to define the neighborhood structure (e.g., a ring in which each particle has two neighbors). (c) Intermediate topology using a small world graph.
where $\rho_1$ and $\rho_2$ are two random variables in the range $[0, 1]$. The constants $C_1$ and $C_2$ represent the learning factors. They represent the attraction that a particle has either toward its own success or toward the success of its neighbors. The parameter $C_1$ is the cognitive learning factor that represents the attraction that a particle has toward its own success. The parameter $C_2$ is the social learning factor that represents the attraction that a particle has toward the success of its neighbors. The velocity defines the direction and the distance the particle should go (see Fig. 3.35). This formula reflects a fundamental aspect of human sociality where the social–psychological tendency of individuals emulates the successes of other individuals. Following the velocity update formula, a particle will cycle around the point defined as the weighted average of $p_i$ and $p_g$:

$$\frac{\rho_1 p_i + \rho_2 p_g}{\rho_1 + \rho_2}$$

The elements of $v_i$ are limited to a maximal value $[-V_{\text{max}}, +V_{\text{max}}]$ such as the system will not explode due to the randomness of the system. If the velocity $v_i$ exceeds $V_{\text{max}}$ (resp. $-V_{\text{max}}$), it will be reset to $V_{\text{max}}$ (resp. $-V_{\text{max}}$).

In the velocity update procedure, an inertia weight $w$ is generally added to the previous velocity [699]:

$$v_i(t) = w \times v_i(t-1) + \rho_1 \times (p_i - x_i(t-1)) + \rho_2 \times (p_g - x_i(t-1))$$

The inertia weight $w$ will control the impact of the previous velocity on the current one. For large values of the inertia weight, the impact of the previous velocities will be much higher. Thus, the inertia weight represents a trade-off between global exploration and local exploitation. A large inertia weight encourages global exploration (i.e., diversify the search in the whole search space) while a smaller inertia weight encourages local exploitation (i.e., intensify the search in the current region).

![FIGURE 3.35 Movement of a particle and the velocity update.](image-url)
• **Update the position:** Each particle will update its coordinates in the decision space.

\[ x_i(t) = x_i(t-1) + v_i(t) \]

Then it moves to the new position.

• **Update the best found particles:** Each particle will update (potentially) the best local solution:

\[ \text{If } f(x_i) < p_{\text{best}_i}, \text{ then } p_i = x_i \]

Moreover, the best global solution of the swarm is updated:

\[ \text{If } f(x_i) < g_{\text{best}}, \text{ then } g_i = x_i \]

Hence, at each iteration, each particle will change its position according to its own experience and that of neighboring particles.

As for any swarm intelligence concept, agents (particles for PSO) are exchanging information to share experiences about the search carried out. The behavior of the whole system emerges from the interaction of those simple agents. In PSO, the shared information is composed of the best global solution \( g_{\text{best}} \).

Algorithm 3.14 shows the template for the PSO algorithm.

---

**Algorithm 3.14** Template of the particle swarm optimization algorithm.

```
Random initialization of the whole swarm ;
Repeat
    Evaluate \( f(x_i) \) ;
    For all particles \( i \)
        Update velocities:
        \[ v_i(t) = v_i(t-1) + \rho_1 \times (p_i(t-1) - x_i(t-1)) + \rho_2 \times (p_{\text{best}_i} - x_i(t-1)) ; \]
        Move to the new position: \( x_i(t) = x_i(t-1) + v_i(t) ; \)
        If \( f(x_i) < f(p_{\text{best}_i}) \) Then \( p_{\text{best}_i} = x_i \) ;
        If \( f(x_i) < f(g_{\text{best}}) \) Then \( g_{\text{best}} = x_i \) ;
    Update(\( x_i, v_i \)) ;
EndFor
Until Stopping criteria
```

---

**Example 3.20** PSO for continuous function optimization. Let us illustrate how the general PSO algorithm solves a continuous 2D function \( f \). Let us notice the lower bound (resp. upper bound) for each dimension \( i \) by \( l_i \) (resp. \( u_i \)). The position of a particle \( i \) is represented by its coordinates \( (x_{i1}, x_{i2}) \). First, the initial position \( (x_{i1}(0), x_{i2}(0)) \) of a particle \( i \) will be generated by a random uniform law in the range of the domain for \( x_{i1} \) and \( x_{i2} \). Each particle will evaluate its position in the two-dimensional space according to the objective function \( f \). Let us suppose
a neighborhood based on the whole population. Then, the best particle gbest of the population is defined. Each particle \(i\) updates its velocities \((v_{i1}, v_{i2})\) according to the current velocity, and the best local and global solutions as follows: \(v_i(t) = v_i(t - 1) + \rho_1 \times (p_i - x_i(t - 1)) + \rho_2 \times (p_g - x_i(t - 1))\). For a particle \(i\), if there is a maximum range for the location of the variables \(x_{i1}\) or \(x_{i2}\) (i.e., \(x_j \in [l_i, u_i]\)), the particle is reflected. Each particle will move to its next position \(X(t + 1)\). Each particle will compute the next local and global best solutions and the same process is iterated until a given stopping criteria.

### 3.6.2.2 PSO for Discrete Problems

Unlike ACO algorithms, PSO algorithms are applied traditionally to continuous optimization problems. Some adaptations must be made for discrete optimization problems. They differ from continuous models in

- **Mapping between particle positions and discrete solutions**: Many discrete representations such as binary encodings [458] and permutations can be used for a particle position. For instance, in the binary mapping, a particle is associated with an \(n\)-dimensional binary vector.

- **Velocity models**: The velocity models may be real valued, stochastic, or based on a list of moves. In stochastic velocity models for binary encodings, the velocity is associated with the probability for each binary dimension to take value 1. In the binary PSO algorithm [458], a sigmoid function

  \[
  S(v_{id}) = \frac{1}{1 + \exp(-v_{id})}
  \]

  transforms the velocities values \(v_i\) into the \([0, 1]\) interval. Then, a random number is generated in the same range. If the generated number is less than \(S(v_{id})\), then the decision variable \(x_{id}\) will be initialized to 1, otherwise the value 0 is assigned to \(x_{id}\). The velocity tends to increase when the \((p - x)\) term is positive \((p_{id} or p_{gd} = 1)\) and decreases when \(p_{id}\) or \(p_{gd} = 0\). Then, when \(v_{id}\) increases, the probability that \(x_{id} = 1\) also increases.

  Velocity models for discrete optimization problems have been generally inspired from mutation and crossover operators of EAs.

**Example 3.21 Geometric PSO.** Geometric PSO (GPSO) is an innovative discretization of PSO, which is based on the geometric framework of recombination operators [563]. The location of each particle \(i\) is represented by a binary vector \(x_i = (x_{i1}, x_{i2}, \ldots, x_{iN})\) where each element \(x_{ij}\) (with \(j\) in \([1, N]\)) takes a binary value 0 or 1. The key issue of the GPSO is the concept of particle movement. In this approach, instead of using the notion of velocity, a three-parent mask-based crossover (3PMBCX) operator is applied to each particle to “move” it. According to the definition of the 3PMBCX operator, given three parents \(a, b,\) and \(c\) in \([0, 1]^n\), it generates randomly a crossover mask of length \(n\) with symbols from the alphabet \(a, b, c\). Then, the offspring is constructed by filling each element with the value from the parent appearing in the crossover mask at the corresponding position. For a given
particle $i$, three parents take part in the 3PMBCX operator: the current position $x_i$, the social best position $g_i$, and the historical best position found $h_i$ of this particle (Fig. 3.36). The weight values $w_1$, $w_2$, and $w_3$ indicate for each element in the crossover mask the probability of having values from the parents $x_i$, $g_i$, or $h_i$, respectively. These weight values associated with each parent represent the inertia value of the current position ($w_1$), the social influence of the global/local best position ($w_2$), and the individual influence of the historical best position found ($w_3$). A constriction of the geometric crossover forces $w_1$, $w_2$, and $w_3$ to be nonnegative and add up to 1.

Table 3.7 summarizes the main parameters of a basic PSO algorithm. The number of particles $n$ has an inverse relationship with the number of required iterations of the algorithm. Increasing the population size will improve the results but is more time consuming. There is a trade-off between the quality of results and the search time as in any P-metaheuristic. Most of the PSO implementations use an interval of $[20, 60]$ for the population size.

The two extremes for the neighborhood size $k$ are the use of the global population of individuals ($k = n(n - 1)/2$, where $n$ is the population size) and a local neighborhood structure based on the ring topology ($k = 2$). Many intermediate neighborhood structures may be used (e.g., torus, hypercubes). Using large neighborhoods, the convergence will be faster but the probability to obtain a premature convergence will be more significant. There is a great impact of the best solution on the whole population

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Role</th>
<th>Practical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Number of particles</td>
<td>$[20, 60]$</td>
</tr>
<tr>
<td>$\tau_1$, $\tau_2$</td>
<td>Acceleration coefficients</td>
<td>$\leq 2.0$</td>
</tr>
<tr>
<td>$k$</td>
<td>Neighborhood size</td>
<td>$[2, n \cdot \frac{n-1}{2}]$</td>
</tr>
<tr>
<td>$w$</td>
<td>Inertia weight</td>
<td>$[0.4, 0.9]$</td>
</tr>
</tbody>
</table>
in the convergence process, more individuals will be attracted to this best global solution. This phenomenon will encourage the intensification of the search toward the best global solution. Using small neighborhoods, the convergence rate will be slower but it may improve the quality of solutions. More diversification of the search space is carried out. This trade-off is similar to the neighborhood size definition in parallel cellular evolutionary algorithms. The optimal answer to this trade-off depends on the landscape structure of the optimization problem.

The relative amount of added elements to the velocities \( \rho_1 \) and \( \rho_2 \) represents the strength of the movement toward the local best and the global best. The two parameters are generated randomly in a given upper limit. When \( \rho_1 \) and \( \rho_1 \) are near zero, the velocities are adapted with a small amount and the movements of the particles are smooth. This will encourage local nearby exploration. When \( \rho_1 \) and \( \rho_1 \) are high values, the movements tend to oscillate sharply (see Fig. 3.37). This will tend to more global wide-ranging exploration. Most of the implementations use a value of 2.0 for both parameters [455].

The upper limit \( V_{\text{max}} \) is recommended to be dependent on the range of the problem. This parameter may be discarded if the following formula is used to update the velocities [139]:

\[
v_i(t) = \chi \times (v_i(t-1) + \rho_1 \times (p_i(t-1) - x_i(t-1)) + \rho_2 \times (p_g(t-1) - x_i(t-1)))
\]

where \( \chi \) represents the constriction coefficient:

\[
\chi = \frac{k}{\text{abs} \left( \frac{1-\frac{\rho_2}{2} - \sqrt{\text{abs}(\rho_2^2-4\rho)}}{2} \right)}
\]

where \( k \in [0, 1] \) (a value of 1.0 has been used), \( \rho = \rho_1 + \rho_2 \) (should be greater than 4, e.g., limit each \( \rho_i \) to 2.05). Using the constriction coefficient will decrease the amplitude of the particle’s oscillation.

**FIGURE 3.37** Strong oscillations versus smooth oscillations in a particle swarm.
These various parameters may also be initialized in a dynamic or adaptive way to deal with the trade-off between intensification and diversification during the search. Typically, the value of the inertia weight $w$ is initialized to 0.9 to decrease to 0.4. The number of particles can vary during the search. For instance, a particle can be removed when its performance is the worst one [138].

3.7 OTHER POPULATION-BASED METHODS

Other nature-inspired P-metaheuristics such as bee colony and artificial immune systems may be used for complex optimization problem solving.

3.7.1 Bee Colony

The bee colony optimization-based algorithm is a stochastic P-metaheuristic that belongs to the class of swarm intelligence algorithms. In the last decade, many studies based on various bee colony behaviors have been developed to solve complex combinatorial or continuous optimization problems [77]. Bee colony optimization-based algorithms are inspired by the behavior of a honeybee colony that exhibits many features that can be used as models for intelligent and collective behavior. These features include nectar exploration, mating during flight, food foraging, waggle dance, and division of labor.

Bee colony-based optimization algorithms are mainly based on three different models: food foraging, nest site search, and marriage in the bee colony. Each model defines a given behavior for a specific task.

3.7.1.1 Bees in Nature

Bee is social and flying insect native to Europe, the Middle East, and the whole of Africa and has been introduced by beekeepers to the rest of the world [689,707]. There are more than 20,000 known species that inhabit the flowering regions and live in a social colony after choosing their nest called a hive. There are between 60,000 and 80,000 living elements in a hive. The bee is characterized by the production of a complex substance, the honey, and the construction of its nest using the wax. Bees feed on the nectar as energy source in their life and use the pollen as protein source in the rearing of their broods. The nectar is collected in pollen baskets situated in their legs.

Generally, a bee colony contains one reproductive female called queen, a few thousand males known as drones, and many thousand sterile females that are called the workers. After mating with several drones, the queen breeds many young bees called broods. Let us present the structural and functional differences between these four honeybee elements:

- **Queen:** In a bee colony, there is a unique queen that is the breeding female with life expectancy between 3 and 5 years. It is developed from special and very young larvae and eggs selected by workers, from which the colony produce a new queen to become sexually mature, after killing the old unfertilized one. It is an exclusive development that will be raised in special queen cells with
rich-protein secretion. The main role of the queen is the reproduction by the egg laying [492]. It mates with 7–20 drones in a reproductive operation called mating flight. It stores the sperms in her spermatheca and then lays up to 2000 eggs per day. The fertilized eggs become female (worker) and the unfertilized eggs become male (drones).

- **Drones**: Drones represent the males varying between 300 and 3000 in the hive. Drones are developed when the queen lays unfertilized eggs and they play the role of fertilizing with a receptive queen generally in the summer and exceptionally in the autumn. The drone has a life expectancy of 90 days. It dies after a successful mating.

- **Workers**: Workers are female bees but are not reproductive. They live from 4 to 9 months in the cold season and their number reaches up to 30,000. However, in summer, they live approximately for 6 weeks when their number attains up to 80,000. The worker is responsible for the beehive defense using its barbed stinger. Consequently, it dies after stinging. One can enumerate the worker activities by the day criterion as follows: cell cleaning (day 1–2), nurse bee (day 3–11), wax production (day 12–17), guard honeybees (day 18–21), and foraging honeybees (day 22–42). The worker ensures the habitual activities of the bee colony such as honey sealing, pollen packing, fanning honeybees, water carrying, egg moving, queen attending, drone feeding, mortuary honeybees, and honeycomb building.

- **Broods**: The young bees are named broods. They born following the laying of eggs by the queen in special honeycomb cells called: the brood frames. Thereafter, the workers add royal jelly on the brood heads. Few female larvae are selected to be future queens. In this case, they are flooded by royal jelly. The unfertilized eggs give birth to the broods. The young larvae are spinning by cocoon, capping the cell by the older sisters; it is the pupa stage. Then, they reach the development stage in which they receive nectar and pollen from foragers until leaving the beehive and spending its life as forager.

The foraging behavior (nest site selection, food foraging) and the marriage behavior in a bee colony are the main activities in the life of a bee colony that attract researchers to design optimization algorithms.

### 3.7.1.2 Nest Site Selection

In late spring or early summer, bees belonging to a colony are divided into two sets: the queen and half of the workers and the daughter queen and the rest half of the workers. The former aims to establish a new colony and the latter perpetuate the old colony. For selecting a new nest site, few hundreds of scout bees among several thousands explore some nest sites. The other bees remain quiescent, probably to conserve the swarms energy supply, until decision making and then migrate to the selected nest site. The foraging bees indicate various nest sites by several dances having eight patterns called waggle dances\(^{16}\) (Fig. 3.38). The waggle dance of the honeybee was elucidated by Karl von Frisch, an Austrian ethologist. For this work, he received the Nobel Prize in Physiology or Medicine in 1973.

\(^{16}\)The waggle dance of the honeybee was elucidated by Karl von Frisch, an Austrian ethologist. For this work, he received the Nobel Prize in Physiology or Medicine in 1973.
FIGURE 3.38 The waggle dance. The direction is indicated by the angle from the sun; the distance is defined by the duration of the waggle part of the dance. A waggle run oriented 40° to the right indicates a food source 40° to the right of the direction of the sun outside the hive. The bee runs through a figure-eight pattern on a vertical comb. It passes through the central, and performs the waggle run with vibrating her body laterally. The waggle run duration is related to the food source distance with a rate of increase of about 75 ms [691].

speed and the orientation of the dance are related with the nest sites quality. Various attributes are used to characterize a nest site (e.g., entrance area, entrance direction, entrance height, cavity volume). Within time, the advertising sites decline until the bee’s dance focus on one site. In other words, scouts vote by dancing for their favorite site and then they make a group decision via a quorum sensing and not via consensus sensing. Thereafter, scouts inform their nest mates by waggle dances. Finally, the entire bee cluster migrates toward the new nest site [690,691].

The waggle dance is used to inform other bees about nest site location or even food sources. The quality of the nest site is related to cavity volume and entrance hole, perched several meters off the ground, facing south, and located at the cavity floor.

Searching for a nest site is more or less similar to searching food source. Indeed, this behavior starts with the environment exploration. The food source is discovered via waggle dance and then the exploitation of the nectar is performed. The quality (profitability) of a food source depends on many indicators such as the richness of the energy, the distance to the nest, and the difficulty of extracting the energy.

3.7.1.3 Food Foraging The role of a bee colony in foraging is to find rich food sources to obtain maximum quantity of nectar. According to their role, there are different types of bee foragers:
• **Unemployed foragers:** They are bees having no knowledge about food sources and looking for a food source to exploit. One can distinguish two possible types of unemployed bees: *scout* bees\(^\text{17}\), searching food source in the environment surrounding the nest, and *onlooker* bees, waiting in the nest waggle dances exerted by the other bees to establish food sources.

• **Employed foragers:** Employed bees\(^\text{18}\) are associated with a particular nectar source (food). They have a sufficient knowledge about the food source. They find and exploit food source, memorize its location, load a portion of nectar to the beehive, and unload it to the food area in the hive. One can mention three possible states related to the amount of nectar; if it is in low level or exhausted, the recruit honeybees abandon food source and become unemployed honeybees. If the amount of nectar is still sufficient, they forage and do not share food source with the nest mates. Finally, if an important amount of nectar is found, they exert a waggle dance for recruiting the other bees of the nest.

Searching a food source is based on two strategies (see Table 3.8 that illustrates the analogy between natural and artificial bee colonies):

• **Exploration of food sources:** A scout bee explores the neighboring area to find a food source. In the positive case, it returns to the dancing floor of the hive and informs the nest mates by a waggle dance. The onlookers become recruit bees and then they become employed foragers.

• **Exploitation of a food source:** An employed forager calculates the amount of food sources and takes a decision according to the quality of nectar. Either it continues the exploitation by the memorization of the best food found so far or it abandons. In that case, the employed bee becomes an unemployed one, either a scout or an onlooker bee using a probabilistic dividing.

A colony of bees can extend itself over long distances (up to 14 km) and in multiple directions in parallel to exploit a large number of food sources. A colony prospers by deploying its foragers to food sources of good quality. In principle, flower patches with plentiful amounts of nectar or pollen that can be collected with less effort should be visited by more bees, whereas patches with less nectar or pollen should receive

\(^{17}\) The mean number of scout bees in a colony is 10% and varies from 5 to 30% [689].

\(^{18}\) As they must recruit, they are also called recruit bees.
fewer bees. The foraging process begins in a colony by scout bees being sent to search for promising flower patches. Scout bees move randomly from one patch to another. During the harvesting season, a colony continues its exploration, keeping a percentage of the population as scout bees. When they return to the hive, those scout bees that found a patch that is rated above a certain quality threshold (measured as a combination of some constituents, such as sugar content) deposit their nectar or pollen and go to the “dance floor” to perform a waggle dance (Fig. 3.39). This dance is primordial for communication between bees and contains three types of information regarding a flower patch: the direction in which it will be found, its distance from the hive, and its fitness (i.e., quality). This information guides the colony to send its bees to flower patches precisely. Each bee's knowledge of the neighboring environment

**FIGURE 3.39** Bee colony behavior for food source (nectar) discovering. We assume two discovered food sources A and B [445]. An unemployed bee has no knowledge about food source. It can be a scout bee S, starting to explore the neighborhood of the nest, or an onlooker bee O, watching for the waggle dances. After the localization of a food source, the bee becomes an employed bee. After unloading the nectar, the employed bee has three alternatives: abandoning the food source (A), recruit other bees from the nest (R), and foraging without recruiting other bees (F).
is extracted solely from the waggle dance. This dance enables the colony to evaluate the relative merit of different patches according to both the quality of the food they provide and the amount of energy needed to harvest it. After waggle dancing on the dance floor, the dancer (i.e., the scout bee) goes back to the flower patch with follower bees that were waiting inside the hive. More follower bees are sent to more promising patches. This allows the colony to gather food quickly and efficiently. While harvesting from a patch, the bees monitor its food level. This is necessary to decide upon the next waggle dance when they return to the hive. If the patch is still good enough as a food source, then it will be advertised in the waggle dance and more bees will be recruited to that source (Fig. 3.39). The recruitment is proportional to the profitability of the food source.

Algorithm 3.15 shows the template of the bee algorithm inspired by the food foraging behavior in a bee colony [446,613]. The algorithm starts with \( n \) scout bees being mapped randomly in the search space. The quality of the sites visited by the scout bees (i.e., solutions) is then evaluated. Afterward, bees that have the highest fitness are selected and sites visited by them are chosen for neighborhood search. Then, the algorithm conducts searches in the neighborhood of the selected sites, assigning more onlooker bees to search in the neighborhood of the best \( e \) sites. The bees can be selected directly according to the fitness associated with the sites they are visiting. Alternatively, the fitness values are used to determine the probability of the bees being selected. Searches in the neighborhood of the best \( e \) sites that represent more promising solutions are made more detailed by recruiting more bees to follow them than the other selected bees. Together with scouting, this differential recruitment is a key operation of the bee algorithm (BA). For each patch, only the bee with the highest fitness will be selected to form the next bee population. In nature, there is no such restriction. This restriction is introduced here to reduce the number of solutions to be explored. Then, the remaining bees in the population are assigned randomly around the search space scouting for new potential solutions. This process is repeated until a given stopping criterion is met. At the end of each iteration, the colony will have two groups for its new population, the representatives from each selected patch and the scout bees assigned to conduct random searches.

**Algorithm 3.15** Template of the bee algorithm.

```
Random initialization of the whole colony of bees;
Evaluate the fitness of the population of bees;
Repeat /* Forming new population */
Select sites for neighborhood search; Determine the patch size;
Recruit bees for selected sites and evaluated their fitness;
Select the representative bee from each patch;
Assign remaining bees to search randomly and evaluate their fitness;
Until Stopping criteria
```

The algorithm requires a number of parameters to be initialized: the number of scout bees \( (n) \), the number of sites selected out of \( n \) visited sites \( (m) \) for neighborhood
search, the number of best sites out of \( m \) selected sites (\( e \)), the number of bees recruited for best \( e \) sites (\( \text{nep} \)), the number of bees recruited for the other \( (m - e) \) selected sites (\( \text{nsp} \)), and the initial size of patches (\( \text{ngh} \)), which includes site and its neighborhood and a stopping criterion.

**Example 3.22 Bee colony optimization for the job-shop scheduling problem.** Let us consider the application of the bee foraging model to solve the job-shop scheduling problem (JSP) (see Example 1.33 for the definition of the problem). A feasible solution in a JSP is a complete schedule of operations specified in the problem. One can think of each solution as a path from the hive to the food source.

The makespan of the solution is analogous to the profitability of the food source in terms of distance and sweetness of the nectar. Hence, the shorter the makespan, the higher the profitability of the solution path. One can thus maintain a colony of bees, where each bee will traverse a potential solution path (i.e., disjunctive graph). The foragers move along branches from one node to another node in the disjunctive graph (Fig. 3.40). A forager must visit every node once, starting from the source node.

![Figure 3.40 Bee colony optimization for the job-shop scheduling problem.](image-url)
(e.g., hive) and finishing at the sink node (e.g., nectar). Once a feasible solution is found, each bee will return to the hive to perform a waggle dance. The waggle dance will be represented by a list of elite solutions, from which other bees can choose to follow another bee’s path [132]. Bees with a better objective function will have a higher probability of adding its path to the list of elite solutions, promoting a convergence to a “good” solution.

3.7.1.4 Marriage Process The reproduction phenomenon in a bee colony is guaranteed by the queen that mates with 7–20 drones [10]. This phenomenon is called the mating flight [657]. It carries out far from the nest in the air. First, the queen initializes with some energy and then performs a special dance. Drones follow and mate with the queen. They put their sperms in the queen spermatheca. It forms the genetic pool of the colony. Next, the queen returns to the nest either when the energy is below a given threshold or when her spermatheca is full (retrieving at random a mixture sperms about 5,000,000 spermatozoa). Three days after her last mating flight, the queen starts to lay her eggs, which are produced in her ovaries. A good queen lays 1500–2000 eggs per day. Broods are made up of fertilized eggs that give birth to queens or workers and unfertilized eggs that generate drones.

The MBO (marriage in honeybees optimization) algorithm is inspired from the marriage behavior in a bee colony [4]. It is based on the mating flight that can be visualized as a set of transitions in a state space (the environment) where the queen moves between the different states in the space at some speed and mates with the drone encountered at each state probabilistically. At the beginning of the flight, the queen is initialized with some energy and returns to her nest when the energy is below some threshold or when her spermatheca is full. A drone mates with a queen probabilistically using the following formula:

\[
\text{prob}(Q, D) = e^{-\frac{\Delta(f)}{S(t)}}
\]

where \(\text{prob}(Q, D)\) is the probability of adding the sperm of drone \(D\) to the spermatheca of queen \(Q\), that is, the probability of a successful mating, \(\Delta(f)\) is the absolute difference between the fitness of \(D\) (i.e., \(f(D)\)) and the fitness of \(Q\) (i.e., \(f(Q)\)), and \(S(t)\) is the speed of the queen at time \(t\). This function is an annealing function, where the probability of mating is high when either the queen is still in the start of her mating flight and therefore her speed is high or when the fitness of the drone is as good as the queen’s. After each transition in the space, the queen’s speed and energy decrease using the following equations:

\[
S(t + 1) = \alpha \cdot S(t)
\]

\[
E(t + 1) = E(t) - \gamma
\]

where \(\alpha\) is a factor \([0, 1]\), and \(\gamma\) is the amount of energy reduction after each transition.
Algorithm 3.16 shows the template for the MBO algorithm [4]. The algorithm starts with initializing the queen’s genotype at random. After that, workers (i.e., S-metaheuristics) are used to improve the queen’s genotype, thereby preserving the assumption that a queen is usually a good bee. Afterward, a set of mating flights are performed. In each mating flight, the queen’s energy and speed are initialized randomly. The queen then moves between different states (i.e., solutions) in the space according to her speed and mates with the drone she encounters at each state using the previously presented function. The transition made by the queen in the space is based on her speed. Therefore, at the beginning of the process, the speed is usually high and the queen makes very large steps in the space. If a drone is successfully mated with the queen, his sperm is added to the queen’s spermatheca (i.e., a set of partial solutions). Then, the speed and the energy of the queen are reduced. Once the queen finishes her mating flight, she returns to the nest and starts breeding by selecting a sperm from her spermatheca at random followed by crossover with the queen’s genome that complements the chosen sperm. This crossover operation results in a brood. This is the haploid crossover [4]. The mutation operator then acts on the brood. Therefore, if the same sperm is used once more to generate a brood, the resultant brood will be different because of mutation. This process is followed by applying the worker to improve the broods. The fitness of each worker is then updated based on the amount of improvement performed by the worker to the drone. Afterward, the queen is replaced with the fittest brood if the brood is better than the queen. The remaining broods are then killed and a new mating flight is launched [4].

Algorithm 3.16  Template of the MBO algorithm.

```
Random initialization of the queen’s ;
Improve the queen with workers (S-metaheuristic) ;
For predefined maximum number of mating-flights Do
  Initialize energy and speed ;
  While queen’s energy > 0 Do
    The queen moves between states and probabilistically chooses drones ;
    If a drone is selected Then
      Add its sperm to the queen’s spermatheca ;
      Update the queen’s internal energy and speed ;
    Endwhile
  Generate broods by haploid-crossover and mutation ;
  Use the workers (S-metaheuristic) to improve the broods ;
  Update workers’ fitness ;
  If the best brood is fitter than the queen Then
    Replace the queen’s chromosome with the best brood’s chromosome ;
    Kill all broods ;
  Endif
Endfor
```

The user-defined parameters are the number of queens, the queen’s spermatheca size representing the maximum number of matings per queen in a single mating flight, the number and type of workers, and the number of broods that will be created by all queens.
3.7.2 Artificial Immune Systems

Recently, attention has been drawn to mimic biological immune systems for the development of novel optimization algorithms. Indeed, the immune system is highly robust, adaptive, inherently parallel, and self-organized. It has powerful learning and memory capabilities and presents an evolutionary type of response to infectious foreign elements [70,253]. This rapidly growing field that applies immune system principles to optimization and machine learning problems is known as artificial immune systems. An AIS may be seen as an adaptive system that is inspired by theoretical immunology and observed immune processes. They have been mainly applied to data mining problems [395,770]. In the last years, their application to optimization problems is increasing [119,170].

The biological processes that are simulated to design AIS algorithms include pattern recognition, clonal selection for B cells, negative selection of T cells, affinity maturation, danger theory, and immune network theory. In designing an AIS algorithm, three main questions occur [185]:

- **Representation**: This question addresses the representation of the components (e.g., antigens, antibodies, cells, molecules) of the system. Some traditional representation may be used (see Section 4.8.2.1).
- **Affinity**: This question is concerned with the evaluation of the interaction of the system’s components (i.e., each other and with their environment). The affinity measure may be represented by a similarity (or dissimilarity) distance. The distance will depend on the representation used (e.g. Hamming distance for binary representation, Euclidean or Manhattan distance for real-value representation).
- **Adaptation**: This question is related to the procedures that govern the dynamics of the whole system.

AIS algorithms may be classified into two classes [184]:

- **Population based**: Population-based AIS algorithms do not take into account the immune network. For instance, they are inspired by the clonal selection theory and the negative selection theory.
- **Network based**: Network-based AIS algorithms are inspired by the network theory of the immune system such as the immune network theory and the danger theory.

3.7.2.1 Natural Immune System

The main purpose of the immune system is to keep the organism free from pathogens that are unfriendly foreign microorganisms, cells, or molecules. The immune system is a complex set of cells, molecules, and organs that represents an identification mechanism capable of perceiving and combating a dysfunction from our own cells (infectious self), such as tumors and cancerous cells, and the action of exogenous microorganisms (infectious nonself) [178].

The word immunity from Latin *immunitas* means “freedom from.”
In the surface of pathogens like viruses, fungi, bacteria, and parasites, there are antigens (Ag) that simulate the immune responses. Antigens represent substances such as toxins or enzymes in the microorganisms that the immune system considers foreign. There exist two types of immunities: the innate immune system and the adaptive immune system.

- **Innate immune system:** The innate immune system plays a crucial role in the initiation and regulation of immune responses. The innate system is so called because the body is born with the ability to recognize a microbe and destroy it immediately. It protects our body from nonspecific pathogens.

- **Adaptive immune system:** The adaptive or acquired immune system completes the innate one and removes the specific pathogens that persist to it. The adaptive immunity is made essentially by lymphocytes, a certain type of white blood cells that has two types of cells: the B cells\(^{20}\) and the T cells\(^{21}\). These cells are responsible of recognizing and destroying any antigen.

### 3.7.2.2 Clonal Selection Theory

Clonal selection is a widely accepted theory for modeling the immune system responses to infection. The theory of clonal selection was proposed by M. Burnet in 1959 \[100\]. It is based on the concept of cloning and affinity maturation. B and T lymphocytes are selected to destruct specific antigens invading the body. When the body is exposed to an exogenous antigen, those B cells that best bind the antigen proliferate by cloning. The B cells are programmed to clone a specific type of antibodies Ab that will bind to a specific antigen Ag. The binding between an antigen Ag and an antibody Ab is governed by how well a paratope on the Ab matches an epitope of the Ag (Fig. 3.41). The closer is this match, the stronger is the bind. This property is called affinity. Some of the cloned cells are differentiated into plasma cells that are antibody secretors. The other cloned cells become memory cells. A high-rate somatic mutation (hypermutation) is applied to the cloned cells that promote a genetic diversity. Moreover, a selection pressure is performed, which implies a survival of the cells with higher affinity. Let us notice that clonal selection is a kind of an evolutionary process. Clonal selection immune algorithms may be viewed as a class of evolutionary algorithms that are inspired by the immune system.

One of the main algorithms based on clonal selection theory is the CLONALG algorithm \[186\]. The main design questions for this algorithm are maintenance of a specific memory set, selection and cloning of the most stimulated antibodies, death of nonstimulated antibodies, affinity maturation and selection of the clones proportionally to their antigenic affinity, and generation and maintenance of diversity \[188\]. An antibody Ab represents a solution and an antigen Ag represents the value of the objective function to optimize. Antibody and antigen representations are commonly implemented by traditional encodings (e.g., strings of attributes). The attributes may

\(^{20}\) B because they mature within bone marrow.

\(^{21}\) T because they mature within the thymus.
be binary, integer, or real valued. Matching is performed according to a distance metric (e.g., Euclidean distance, Manhattan distance or Hamming distance). The Ag–Ab affinity is then related to the distance. The Ag–Ab representation will partially determine which type of distance measure shall be used to compute degree of interaction between an antibody and an antigen.

Algorithm 3.17 illustrates the general scheme of the CLONALG algorithm. First, a population of $N$ antibodies is generated randomly. Each antibody represents a solution for the target optimization problem. Then, $n$ antibodies are selected according to a selection scheme. The selected antibodies are cloned and mutated to construct new candidate population of antibodies. The $n$ antibodies generate $N_c$ clones proportionally to their affinities\(^{22}\). The higher the affinity, the larger the clone size. The number of cloned antibodies $N_c$ can be computed as follows:

$$N_c = \sum_{i=1}^{n} \text{round} \left( \frac{\beta \cdot N}{i} \right)$$

\(^{22}\)The affinity in CLONALG for optimization tasks is defined as the objective function rather than the similarity (e.g., machine learning tasks).
where \( \beta \) is a multiplying factor. Each term of this sum corresponds to the clone size of each selected antibody. For instance, for \( N = 100 \) and \( \beta = 1 \), the highest affinity antibody \((i = 1)\) produces 100 clones while the second highest affinity antibody produces 50 clones. Afterward, the clones undergo a hypermutation and receptor editing. The receptor editing offers the ability to escape from a local region on an affinity landscape and the possibility to obtain the global optimum (i.e., diversification). The mutation rate of clones is inversely proportional to their antigenic affinity. The higher is the affinity, the smaller is the mutation rate. The new population is evaluated and some of its members are selected to be added to the original population. Finally, a given percentage of the worst members of the previous population of antibodies are replaced with new randomly generated solutions. This step will introduce some diversity in the population.

**Algorithm 3.17** Template of the CLONALG.

```
Input: Initial population \( P_0 \).
\( P = P_0 \); /* Generation of the initial population of random antibodies */
Repeat
   Evaluate all existing antibodies and compute their affinities ;
   Select \( N\% \) of antibodies with highest affinities ;
   Clone the selected antibodies ;
   Maturate the cloned antibodies ;
   Evaluate all cloned antibodies ;
   Add \( R\% \) of best cloned antibodies to the pool of antibodies ;
   Remove worst members of the antibodies pool ;
   Add new random antibodies into the population ;
Until Stopping criteria satisfied
Output: Best population found.
```

Other AIS algorithms based on clonal selection have been proposed in the literature such as the CLIGA algorithm [171], the B cell algorithm [454], and the Forrest’s algorithm [279]. According to the clonal selection theory, Table 3.9 shows the analogy between natural immune systems and optimization problem solving.

**TABLE 3.9** Analogy Between the Natural Immune System and the Optimization Problem According to the Clonal Selection Theory

<table>
<thead>
<tr>
<th>Natural Immune System</th>
<th>Optimization Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antibody</td>
<td>Solution</td>
</tr>
<tr>
<td>Affinity</td>
<td>Objective function</td>
</tr>
<tr>
<td>Antigen</td>
<td>Optimization problem</td>
</tr>
<tr>
<td>Cloning</td>
<td>Reproduction of solutions</td>
</tr>
<tr>
<td>Somatic mutation (hypermutation)</td>
<td>Multiple mutation of a solution</td>
</tr>
<tr>
<td>Affinity maturation</td>
<td>Mutation and selection of best solutions</td>
</tr>
<tr>
<td>Receptor editing</td>
<td>Diversification</td>
</tr>
</tbody>
</table>
3.7.2.3 **Negative Selection Principle**  The immune system may present a dysfunction, where it confuses the nonself cells with the cells that belong to our body (i.e., self cells or antigens). To avoid this dysfunction, our body eliminates the lymphocytes T cells that react to our self cells from the repertoire through a process called “negative selection.” Hence, only the lymphocytes that do not respond to the self cells will survive. Those lymphocytes are called tolerant. Negative selection can be viewed as the process of eliminating cells, which recognize self cells and molecules.

Negative selection algorithm (NSA) is based on the principles of the maturation of the T cells and self/nonself discrimination in the biological immune systems. The immature T cells are a sort of anomaly detectors. NSA has been developed by Forrest et al. in 1994 to solve computer security problems [280]. As NSAs are used to generate a set of anomaly detectors, they are usually applied to computer security, network intrusion detection problems [381], and classification problems [336]. Recently, many algorithms inspired by negative selection have been proposed to solve optimization problems [106,296].

3.7.2.4 **Immune Network Theory**  The theoretical development of the immune network theory was initiated by Jerne in 1974 [412]. The immune network is defined as a dynamic and autoregulated system formed by immune cells that have the capability to communicate and recognize not only the antigens but also the other immune cells. Those immune cells simulate, activate, and suppress each other even in the absence of antigens.

Let us recall that according to the clonal selection theory, the immune system is composed of discrete cells and molecules that are stimulated only by nonself antigens; whereas in the immune network theory, the immune system is composed of cells and molecules that communicate with each other. In the immune network theory, no antigen foreign stimulation is necessary. There are two levels of interaction an immune network: the interaction with the environment (external environment such as foreign antigens) and the interaction with other components of the network (i.e., internal environment).

One of the most known AIS algorithms based on immune network theory is the aiNET algorithm (artificial immune network) [187].

Algorithm 3.18 illustrates the general scheme of the aiNET algorithm. First, a population $S$ of antigens to be recognized is assumed, and a population $P$ of antibodies (i.e., B cell) in the network is randomly generated. A vector of real values is used to represent antigens and antibodies. The affinity between antigens and antibodies is defined by the Euclidean distance. Then, a given number of antibodies are selected and cloned. The selection is based on their affinity with the antigens. The higher is the affinity of an antibody, the more significant is the probability of its selection and the higher is the number of its clones. The generated cloned undergo a somatic mutation. The somatic mutation is inversely proportional to their antigenic affinity. The higher is the affinity with the antigens, the lower is the mutation rate. Afterward, a given number of affinity clones is selected to be the member of the immune network (i.e., clonal memory). Moreover, antibodies with an affinity with other antibodies lower
than a given threshold are eliminated from the immune network (i.e., clonal sup-
pression). Antibodies with an affinity with antigens lower than a given threshold are
eliminated from the immune network (i.e., natural death rate). Finally, a given number
of new randomly generated antibodies are incorporated into the immune network and
evaluated according to their affinity with existing antibodies (i.e., metadynamics).
Antibodies whose affinities are lower than a given threshold are eliminated.

Algorithm 3.18 The aiNET algorithm.

Input: Initial random population \( P \) of antibodies. Initial population \( S \) of antigens.
Repeat
Antigenic presentation:
For each antigenic pattern \( s \) Do
Clonal selection and expansion:
For each antibody determine its affinity with antigen ;
Select a number \( n_1 \) of antibodies ; Clone the selected antibodies ;
Affinity maturation:
Mutate each clone ; Re-select a number \( n_2 \) of clones ;
Place the selected clones in the clone memory set ;
Metadynamics:
Eliminate all memory clones whose affinities with antigen is less than \( \epsilon \) ;
Clonal interactions:
Determine the network interactions (affinity) between all antibodies
of the clone memory set ;
Clonal suppression:
Eliminate memory clones whose affinities is less than \( \sigma_s \) ;
Network construction:
Incorporate remaining clones if the clonal memory set into the network ;
EndFor
Network interactions:
Determine the similarity between each pair of network antibodies ;
Network suppression:
Eliminate all antibodies whose affinity with each other is less than \( \sigma_n \) ;
Diversity:
Introduce a number \( n_3 \) of new randomly generated antibodies into the
network ;
Until Stopping criteria
Output: Population \( P \) of memory antibodies (solutions).

3.7.2.5 Danger Theory Danger theory was proposed by P. Matzinger in 1994 [533]. Traditional immune system theories are based on the self/nonself distinction. The danger theory suggests that there exists a concept that is more important than self/nonself distinction. It proposes that the immune system may not be stimulated by nonself foreign cells. For instance, there is no immune reaction to foreign bacteria. It also suggests that the immune system may react to self cells. For instance, it recognizes self molecules expressed by stressed or damaged cells [534].
In danger theory, foreign dangerous antigens stimulate the production of danger signals by stimulating cellular stress or cell death. Those signals are recognized by antigen-presenting cells (APCs). Then, the immune system manipulates these danger signals to recognize the danger zone and then evaluates the danger. Let us notice that there is currently a hot debate among immunologists on the danger theory. This theory is far to be widely accepted and still controversial. AIS algorithms based on danger theory have been recently used to solve computer security and machine learning problems [17, 616].

3.8 P-METAHEURISTICS IMPLEMENTATION UNDER ParadisEO

This section will illustrate the implementation of evolutionary algorithms, particle swarm optimization, and estimation of distribution algorithms under the ParadisEO–EO framework. The EO library has been developed initially for evolutionary algorithms (genetic algorithms, evolution strategies, evolutionary programming, genetic programming, estimation distribution algorithms, and differential evolution) [453]. It has been extended to population-based metaheuristics such as particle swarm optimization and ant colony optimization.

3.8.1 Common Components and Programming Hints

Besides the classes dedicated to the implementation of a specific population-based metaheuristic, ParadisEO–EO contains a huge set of tools that can be used independent of the metaheuristic involved. Most of them are written using templates. This allows to write generic code, that is, involving a class that does not have to be known when writing the code but only when compiling it. Although the advantages are obvious (writing generic reusable code instead of rewriting the same pieces of code for different types), there are some drawbacks, namely, it makes some of the compiler error messages hard to understand. It also forbids the compilation of most parts of ParadisEO–EO into an object library file as the actual types are not known in advance.

3.8.1.1 Main Core Templates—ParadisEO–EO’s Functors

A functor function object is a computer programming construct allowing an object to be invoked or called as if it were an ordinary function with the same syntax. In C++, a functor may be used instead of an ordinary function by defining a class that overloads the function call operator by defining an operator() member function. The term class type functor is commonly used to identify this kind of construct. The C++ functors have three main advantages:

- Functors introduce a high level of generalization (horizontal generalization here).
- Unlike a function pointer, a function object can be in-lined.
- They can maintain states between calls.

23The model implemented is inspired from the self-organization of Pachycondyla apicalis ant species.
ParadisEO–EO mainly contains functors, which have a method called \texttt{operator()}. The functors of ParadisEO–EO are the base classes and templates at the top level of the inheritance tree. By having all functors derived from the same base class \texttt{eoFunctorBase}, one can also easily manage the memory.

Notice that these functors are template based. The UML diagram defined in Fig. 3.42 implies that

- Any object extending \texttt{eoF} must have an overloaded operator \texttt{operator()} that returns the templatized type \( R \). \texttt{eoF} is for arity-zero functors, that is, \texttt{operator()} method does not require any argument. It has a single template parameter, the return type of the \texttt{operator()} method.
- \texttt{eoUF} tends for \texttt{eo unary functors}. Any object extending \texttt{eoUF} must have an overloaded operator \texttt{operator(A1)} that takes an object of type \( A1 \) and returns an object of type \( R \).
- \texttt{eoBF} is for \texttt{eo binary functors}. Their \texttt{operator()} method requires two arguments. It has three template parameters, the types of the arguments and the return type of the \texttt{operator()} method.

All the operators, initializers, stopping criteria, and evaluation functions available within ParadisEO–EO inherit these functors. The following is a short basic example of how to program and use a functor object:

```cpp
class MyFunctor
{ ...
  void operator()(ArgType arg)
  {
    // what you have to do
  }
}; // end of class declaration
```
The way it is used in the code is as follows:

```cpp
ArgType myArgument;
// myFunctorInstance is an object of class MyFunctor.
MyFunctor myFunctorInstance;
// calls operator() of myFunctorInstance acting on myArgument.
myFunctorInstance(myArgument);
```

### 3.8.1.2 Representation

The representation is the starting point for anyone who plans to implement a population-based metaheuristic. However, there are two ways to define a solution:

- Use the representations already available in ParadisEO–EO. That is the most frequent case. The only thing to code is the mono-objective fitness computation function.
- Design and implement a specific one and the representation-dependent parts of the algorithm.

The EO template is the base class for evolvable objects, that is, the representation of a solution. EOs have only got a fitness whose type is given by the template argument. It confers to the solution it represents a sense in the objective space. For evolutionary algorithms, an EO defines the individual and its phenotype. Extensions are made for particles or individuals that need several fitnesses (multiobjective optimization). An EO inherits from eoPersistent: it must know how to write and read itself. At this point, the representation in the search space is not exposed yet. Bit strings, real-valued vectors or parse trees extends all EO to complete the representation (Fig. 3.43):

- **eoVector** templatized with the fitness type and the genotype, that is, the type of the coded representation will suit for almost all the cases. For example, eoReal contains a fitness of type \( F \) and a vector of double. Of course, it extends the standard vector of the Standard Template Library (STL).
- **eoParseTree** implements a parse tree for genetic programming.
- **eoString** is just an adaptor that turns an STL `std::string` into an EO.
- **eoExternalEO** allows an external struct (in C++ sense) to be inserted in EO.

In case these representations do not suit for a given problem, a specific one can be easily coded by extending the evolving object EO template or by plugging it into an eoExternalEO. Hence, the user may have to define representation-dependent parts of the algorithm. Similarly, for particle swarm optimization (particles must keep their best fitness as a memory) and multiobjective optimization (many objectives means many fitness functions), it is clear that the basic EO is not sufficient. That is why several extensions are provided (see Section 4.8.1). Notice that for most of the generic components that will be described in the following sections, the type of the
FIGURE 3.43  EOs: the representation-dedicated classes.
individual is passed as a template argument. Finally, the set of the EOs that constitute a population (individuals for EAs, particles for PSO algorithms, solutions for scatter search, ants for ant colonies, and so on) is implemented as a vector using eoPop. It can be used in all the algorithms and operators (e.g., selectors, variation operators, replacement). The template can be instantiated with anything that accepts a “size” and an initializer in the constructor (see Section 3.8.2.1).

### 3.8.2 Fitness Function

The problem at hand is to optimize a given objective function over a given search space. For most of optimization problems, the evaluation of the fitness is by far the most costly step. ParadisEO–EO stores a single fitness within the EO object and the way it is computed is ensured by components inheriting from the abstract type eoEvalFunc. It basically takes one EO and sets its “fitness” returning this fitness also. Moreover, a C++ function can be embedded into the eoEvalFuncPtr that applies it to the individual and sets its fitness. The method eoEvalFuncCounter counts the number of evaluations actually performed whereas eoExternalEvalFunc allows to specify an external function that does not belong to ParadisEO–EO (Fig. 3.44).

#### 3.8.2.1 Initialization

Any user designing a metaheuristic with ParadisEO would expect a few classes especially designed for the initialization step. Even if the initialization properties exist in a lot of standard libraries for standard representations, some situations could require a combination of many operators or a specific implementation. Indeed, ParadisEO–EO provides a range of initializers all inheriting from eoInit and an easy way to combine them with eoCombinedInit (Fig. 3.45). These representations can be discrete, real valued, order based, or tree

![Inheritance diagram of the evaluators of ParadisEO–EO.](image)
FIGURE 3.45 A summary of initialization procedures available within ParadisEO–EO.

Based. Nevertheless, one could still consider that it is not enough for some kind of problems. That is why any mutation operator inheriting from eoMonOp can be wrapped by the eoInitAdaptor and used as an initializer. Other components also exist to initialize particles (see Section 3.8.4). Moreover, one can use S-metaheristics within ParadisEO–MO that can generate promising solutions for the initial population.

3.8.2.2 Stopping Criteria, Checkpoints, and Statistics

Stopping criteria: Since an iterative method computes successive approximations, a practical test is needed to determine when to stop an iteration. In addition, other procedures may be called for at each step or loop of the main algorithm. Many stopping criteria extending eoContinue are offered (Fig. 3.46), including

- eoGenContinue that performs a fixed number of iterations.
- eoTimeContinue that continues until a duration is reached.
- eoEvalContinue that continues until the maximum fitness level is reached.

The stopping criteria can be combined with eoCombinedContinue.
FIGURE 3.46 Stopping criteria available within ParadisEO–EO.

**Checkpoints:** The `eoCheckPoint` class is a container that provides a powerful way to control the execution of any algorithm. The checkpointing mechanism allows to perform some systematic actions at every iteration. Generally within ParadisEO–EO, checkpoints are called for at each iteration in a transparent manner. These methods expect an `eoCheckPoint` to be instantiated and their implemented structures do not depend on the control one might want to impose. The `eoCheckPoint` just returns if the algorithm should go on according to the states of the components it contains.

- **eoContinue:** The checkpoint examines if the algorithm should continue by evaluating the combination of the stopping criteria.
- **eoStat:** Refer to the next paragraph.
- **eoMonitor:** Derived classes will stream or pipe the current values of the parameters to wherever the user wants it to get streamed or piped. For example, the `eoStdoutMonitor` allows to print out the states of a population (e.g., representation, fitnesses, deviations) on the standard output.
- **eoUpdater:** It encapsulates anything a user wish to do that does not fit into one of the above categories.

**Statistics:** The `eoStatBase` is the abstract top-level class for all the statistics. It is extended so that there is nothing to do in order to use any statistic anybody could
think of. The user needs to declare the corresponding `eoStat` objects and add them to the `eoCheckpoint` used in the algorithm. But it makes no sense if those statistics are not monitored (i.e., either displaying on the screen or storing them into a file). A few monitors are implemented (Fig. 3.48):

- `eoStdoutMonitor` displays its parameters in text format on the screen by evaluating the combination of the stopping criteria.
- `eoFileMonitor` writes its parameters in text format in a file. A file name is necessary in the constructor, and an optional separator character can be added.
- `eoGnuplot1DMonitor` displays its parameters in graphical format on the screen by calling the Gnuplot program\(^\text{24}\).

These monitors compute the statistics as shown in Fig. 3.47.

3.8.2.3 Dynamic Parameter Management and State Loader/Register

**Dynamic parameter management:** When a metaheuristic is implemented to tackle an optimization problem, there is often a wide set of parameters to choose. If those parameters are hard coded, the user will have to compile the program each time one of them has changed. To avoid this waste of time, ParadisEO–EO proposes an advanced

\(^{24}\)It only works on the Unix platforms (e.g., Linux, MacOs).
parameter system management. It allows a definition of an algorithm by simply specifying the necessary parameters in a file passed on the command line. For instance, there exists a ready-to-use example involving a generic genetic algorithm and the user does not need to change any line of code. The operators, stopping criterion, and so on are chosen by simply editing the parameter file. In addition, anytime the example is run, ParadisEO–EO automatically generates a status file that summarizes the parameters used.

**State loader/register:** Generally, it is very useful to register the state of a running algorithm (e.g., parameters, population at each iteration). It can give a lot of information about the algorithm’s behavior and allow an easy restart in case of run-time error. ParadisEO–EO proposes, for example, to start an algorithm using an existing population. This population could have been registered previously by another algorithm run in a different context. The `eoState` can be used to register objects inheriting from `eoPersistent`. It implements the persistence framework through members load and save. The `eoState` can merely be embedded into an `eoUpdater`.

### 3.8.3 Evolutionary Algorithms Under ParadisEO

Once the common components have been designed and implemented, it becomes quite easy to present the way evolutionary algorithms are designed within ParadisEO–EO. The problem is always to optimize a given objective function in a given search space by making a population of individuals undergo some Darwinian evolution. This evolution is made of steps. These steps define the architecture of the components involved to implement it. So the current section aims to answer this question: What do I need to implement my EA and how does ParadisEO help me to do it?

**3.8.3.1 Representation** The individual is represented as a genotype and it must be relevant regarding the tackled problem. When choosing a representation, one has to bear in mind how the genotypes will be evaluated and how the variation operators will be used. The components dedicated to the representation have been described in Section 4.8.2.1.
3.8.3.2 Initialization The initialization of the population is fundamental in an EA event if it has no natural counterpart in the biological models of evolution. Initializers are common objects within ParadisEO–EO that can be combined and extended. The reader may refer to Section 3.8.2.1.

3.8.3.3 Evaluation For EAs, the evaluation consists in the computation of the fitnesses of the newborn offspring. The fitness measure is directly associated with its objective function value. Evaluators are common components within the framework, they are presented in Section 3.8.2.

3.8.3.4 Variation Operators Variation operators modify the genotype of individuals, or, equivalently, move them in the search space. In EAs, variation operators are almost stochastic. Depending on the number of arguments they use and/or modify, they are classified as follows:

- **Binary and quadratic operators**: Variation operators involving two individuals are called crossover operators. They can either modify one of the parents according to the material of the other parent or modify both parents. In ParadisEO–EO, the former are called binary operators and the latter are called quadratic operators.

- **Unary operators**: Variation operators involving one single individual are called mutation operators.

- **Combined operators**: Straightforward extensions of these simple operators allow to combine them. In proportional combinations, one operator is chosen from a given set of operators of same arity according to some weights.

In ParadisEO–EO, one can also define and use variation operators that generate any number of offsprings from any number of parents as in scatter search metaheuristics. These operators are called general operators. However, the interface of such operators was designed for their use inside general combinations: proportional combination can be used, in which one operator is chosen from a given set of operators of same arity according to some weights, as for simple operators except that operators of different arities can be mixed.

Basically, variation operators operate on genotypes only. Hence, there should be generally no reference to anything related to the fitness within a variation operator. However, whenever the genotype of an individual has been modified, it will be necessary to recompute its fitness before any selection process. This is why all the variation operators return a bool that indicates whether the genotype argument has been modified or not. Four abstract classes derive from eoOp, namely, eoMonOp (for mutations), eoBinOp and eoQuadOp (for crossovers), and eoGenOp for all other operators. Variation operators can be combined using eoProportionalCombinedMonOp, eoProportionalCombinedBinOp,

---

25 Sometimes termed orgy operators.
and eoProportionalCombinedQuadOp. The operators eoGenOp can be combined into an abstract class eoOpContainer with two implementations: eoProportionalOp and eoSequentialOp.

Mutation operators: The fact that mutation operators or mutators are usually defined from the search space $E$ to $E$ is directly translated to the architecture. The eoMonOp template defines an unary genetic operator that takes and modify only one individual (Fig. 3.49). The general approach in ParadisEO–EO about simple variation operators is to perform in-place modifications. It consists in modifying the arguments rather than generating new (modified) individuals. This results in the following interface for the functor objects eoMonOp:

```cpp
bool operator()(EOT &)
```

Here is a brief list of the available mutations extending eoMonOp (Fig. 3.50):

- eoBitMutation, eoBitInversion, and many others for the binary representation.
- eosSwapMutation, eoNormalMutation, and eoUniformMutation for permutations, real-valued and integer representations.
- eoBranchMutation and eoCollapseSubtreeMutation for tree-based representations.
- eoPropCombinedMutation that allows to combine several mutations and choose one of them using a given rate and a roulette-wheel selection.
FIGURE 3.50 Some mutation operators: inheritance UML diagram.
Recombination operators: Recombination operators or crossovers, are operators acting from $E^k$ (in most cases, $k = 2$) into $E$, where $E$ represents the search space. Some parents exchange genetic materials to build up one offspring eoBinOp. Quadratic crossovers (two parents produce two offsprings) also exist within ParadisEO–EO. Both classes are, as usual, templatized by the type of individual they can handle. The functor objects eoBinOp and eoQuadOp have the following interfaces:

```cpp
// For eoBinOp (note the const)
bool operator()(EOT &, const EOT &)
// For eoQuadOp
bool operator()(EOT &, EOT &)
```

Directly applying crossover operators is straightforward from the interface above. Nevertheless, operators are used within other classes and are applied systematically to whole sets of individuals. Hence, the way to effectively use such operators will be transparent, by encapsulating the operators into combined operator objects. Figure 3.51 shows some available crossover operators that are available in ParadisEO–EO.

**FIGURE 3.51** Some crossover operators available in ParadisEO–EO.
3.8.3.5 Evolution Engine  The term evolution engine denotes the different parts of an evolutionary algorithm that simulate the Darwinism. Darwinism considers that the fittest individuals have more chance to reproduce and survive. This idea takes place in two different phases of an EA:

- The selection is the Darwinistic choice of parents that will perform the reproduction.
- The replacement is performed after the reproduction. It represents the Darwinistic choice of the individuals that will survive. The survivors become the parents of the next generation.

Both selection and replacement will be discussed in turn. Additional classes used within selection and replacement procedures are also presented.

Selection: Conceptually, there are two distinct ways to choose the individuals from the population that will become the parents:

- One by one from the same population. The same individual could be chosen every time.
- As a whole in some sort of a batch procedure.

Consequently, ParadisEO–EO provides two basic abstract classes for the selection: eoSelectOne and eoSelect. eoSelectOne derives from class eoUF. It takes one population and return an unchanged individual. Any class extending eoSelectOne must implement the following operator (inheritance from eoUF):

\[
\text{const EOT & operator() (const eoPop<EOT>& _parents)}
\]

That is the case for several selection procedures:

- eoDetTournamentSelect uses the (deterministic) tournament selection to choose one individual.
- eoStochTournamentSelect uses the binary stochastic tournament selection to choose one individual.
- eoProportionalSelect is the original roulette-wheel selection. Each parent is selected with a probability proportional to its fitness and so on.

On the other hand, eoSelect derives from eoBF and takes two populations. It fills the second one with individuals from the first one without modifying it. Indeed, the user should give the number of individuals to select and the way the selection of one individual is repeated. For example, eoDetSelect selects individuals deterministically, that is, it starts from the best ones down to the worse ones. Its constructor needs a number of individuals to select or a percentage of the source population size.

There is also an easy way to repeat the selection of one individual by using eoSelectMany, which is derived from eoSelect and encapsulates an eoSelectOne. The number of individuals it should select is expected in the constructor, according to the eoHowMany paradigm.
**Replacement:** The replacement occurs after the creation of all offsprings through variation operators. The new population will be built upon the old parents and the newborn offspring. In all EAs implemented within ParadisEO–EO, the population size is supposed to be constant from one generation to the next one. Of course, it is quite easy to overload the algorithms to skip this constraint.

The `eoReplacement` class is the abstract class for replacement procedures. It inherits from `eoBF<eoPop<EOT>&, eoPop<EOT>&, void>`. This means that it takes two populations (the parents and the offspring) and is free to modify both. The resulting population is the first argument. Anyone could think of a broad range of specific replacements for an EA and it would be quite easy to extend `eoReplacement` to implement them. The Paradiseo–EO framework proposed many well-known replacement procedures (Fig. 3.52):

- **eoGenerationalReplacement**: This is the most straightforward replacement procedure. All offsprings replace systematically all parents. This generational replacement is used in traditional genetic algorithms.

![Inheritance UML diagram of the main replacement–dedicated classes. The basic abstract class is `eoReplacement`. The reduce–merge strategies are represented for the classes on the right side.](image-url)
• eoMergeReduce: It has two major steps, namely, merging both populations of parents and offsprings and reducing this large population to the right size. It contains two objects of respective types eoMerge and eoReduce. There are many merge and reduce classes that are implemented in the framework (e.g., eoLinearTruncate, eoElitism).

• eoSurviveAndDie: This procedure takes one population, kills the worse, and moves the best to a safe place. The corresponding replacement applies an eoSurviveAndDie to the parents, another one to the offspring, and finally merges the remaining parents and offspring before reducing the resulting population to the right size. For instance, the template eoDeterministicSaDReplacement uses a deterministic merge–reduce operation.

3.8.3.6 Evolutionary Algorithms

The generic EA: When all the algorithmic elements that compose an evolutionary algorithm have been chosen, the last thing to do is the instantiation of the algorithm itself. The eoEasyEA class should suit for all the cases as its structure is really generic. Its derives from eoAlgo, the interface of all the algorithms, and launches the generation loop using the operator() that receives a population (eoPop). The following steps are performed in Algorithm 3.19.

Algorithm 3.19 Template of the eoEasyEA evolutionary algorithm.

Perform a first evaluation of the given population
Repeat
  Select parents;
  Make them reproduce;
  Evaluate the offspring;
  Replace the parent by the offspring;
Until Stopping criteria

Many constructors exist for the eoEasyEA and each one needs a set of classes (given as parameters) that define completely the algorithm. The variety of the constructors ensures that all the combination of the strategies can be easily made. Any chromosome, any selection transformation, and any merging and evaluation algorithms can be chosen. At the end, designing and implementing an EA is as easy as choosing its components (Fig. 3.53).

Simple genetic algorithm (SGA): The simple genetic algorithm is also implemented. It needs a selector (class eoSelectOne), a crossover (eoQuad, i.e., a 2− > 2 operator), and a mutation with their respective rates, of course an evaluation function (eoEvalFunc) and a continuator (eoContinue) that defines the stopping criterion. It performs the full generational replacement. As it only has one constructor, the eoSGA is the easiest way to implement a genetic algorithm. Here is the code corresponding to that constructor; the type of the individuals is passed in template argument (EOT):
A possible design for \textit{eoEasyEA}: the upper part describes one of the constructors with the abstract classes expected. Then, a possible instantiation is proposed.

\begin{verbatim}
// SGA constructor
eoSGA(
eoSelectOne\langle\text{EOT}\rangle & _select, // selection
    eoQuadOp\langle\text{EOT}\rangle & _cross, float _crate, // crossover
    eoMonOp\langle\text{EOT}\rangle & _mutate, float _mrate, // mutation
    eoEvalFunc\langle\text{EOT}\rangle & _eval) // evaluation function
\end{verbatim}

\subsection{3.8.4 Particle Swarm Optimization Under ParadisEO}

This section show how to implement a particle swarm optimization algorithm using ParadisEO–EO. Some definitions, design concepts, and code examples are detailed for PSO algorithms.
The implementation of PSO algorithms under ParadisEO is quite easy as the framework is object oriented and provides fine-grained components. An abstract class is always defined for PSO search components. Thus, the whole framework is extensible and can be adapted to best suit any new scheme or strategy according to a given algorithm. Particularly for the PSO, any new feature a user could think of could be quickly integrated as the classes and templates have a high flexibility degree. In this section, a description of the PSO-dedicated common components are detailed. Furthermore, it will be shown that any of these components can be extended to design a specific PSO algorithm. The design components required to implement a PSO algorithm are the following:

- **Representation of a particle**: A particle of any optimization problem needs to be represented both in the decision space and in the objective space. The ParadisEO’s template EO is the base class for evolvable objects. To each individual, only a fitness is associated. Thus, an additional template PO inheriting from EO is proposed to store the best fitness of the particle; that is the only element a particle needs to have regarding the representation in the objective space. Consequently, several other templates are designed to take the decision variables into account. The eoVector template is mainly used to encode a genetic individual, so the eoVectorParticle template is also proposed. The eoVectorParticle owns all the information a particle must encode: current position, best position associated with the best fitness value reached, and velocities. These elements are stored as vectors inheriting from the standard vector of the C++ library.

  ParadisEO also provides templates inheriting from eoVectorParticle: eoRealParticle, a full real-coded particle and eoBitParticle whose velocities are real but the positions are encoded by a binary vector.

- **Particle swarm initialization (positions, velocities)**: As soon as a representation is designed, the next important step consists in finding a way to initialize the particles. This must be done according to the problem specifications (e.g., discrete/continuous optimization problem, problem-specific constraints). ParadisEO provides a wide range of components dedicated to the initialization, but allows the user to define his own class by using inheritance. The templates extending eoInit initialize the positions, some examples are presented in Fig. 3.54.

  The eoVelocityInit is the basic template for the initialization of the velocities (Fig. 3.55).

  The particle’s initial best positions and fitness also need to be initialized. The abstract template eoParticleBestInit is extended by eoFirstIsBestInit that initializes the best positions and the best fitness. Indeed, an important constraint is underlined: an evaluation must be performed before initializing the best positions and the best fitness. Let us assume that anyone would set the initial best positions and fitness of a particle, respectively, as the initial positions and fitness, the eoFirstIsBestInit inheriting from the abstract eoParticleBestInit is proposed. But the template eoParticleBestInit can be easily extended.
Finally, an additional template called eoParticleFullInitializer performs a complete initialization using the components given as parameters. It allows the user to implement with a minimum of code (Fig. 3.56).

- **Evaluation of the particles**: The evaluation is by far the most costly step for real applications. Depending on the problem, it can be a subroutine, a black box, or an external process. Taking these constraints into account, ParadisEO provides generic templatized components especially dedicated to the evaluation. The base class is eoEvalFunc; it sets the individual’s fitness. It has been extended by eoEvalFuncPtr, which takes an existing function pointer and converts it into a evaluation function class, and eoEvalFuncCounter that counts the number of evaluations actually performed. Any other component inheriting from eoEvalFunc could be the interface with a linked procedure, an external process; in fact, any procedure that can be plugged using the C++ calls.
• **Neighborhood:** The important point that must be underlined here is the necessity of defining a topology. It is directly associated with the neighborhood structure as it allows a particle to define the “best” particle in its neighborhood. So the topology is expected to be defined before the velocity update. The same remark can be done for the neighborhood as the social and physical ones can be distinguished.

The physical neighborhood is based on the distance contrary to the social neighborhood that considers relationships between the particles. Knowing these aspects, ParadisEO provides an `eoSocialNeighborhood` and an `eoPhysicalNeighborhood` inheriting from the abstract template `eoNeighborhood` (Fig. 3.57). Then a few convenient methods exist to retrieve a particle in the neighborhood or to know if the particle is contained in one of them.

The next step consists in choosing a topology, which means determining the way the neighborhoods will be built using the swarm’s members. This choice is problem dependent and highly important in terms of convergence and any velocity needs its topology. This constraint is inserted into ParadisEO–EO: all the components extending `eoVelocity` must be constructed with an `eoTopology` (Fig. 3.58).
The basic “social” topologies are included into ParadisEO–EO such as (Fig. 3.58):

- The star topology defined by the template eoStarTopology.
- The grid topology defined by the template eoLinearTopology.
- The ring topology defined by the template eoRingTopology.

**Velocity update:** ParadisEO proposes an abstract class eoVelocity and a set of ready-to-use velocities inheriting from it (Fig. 3.59):

- **Standard velocity:** The template eoStandardVelocity performs the most common calculation of a velocity $i$:

\[
v(t + 1) = \omega \cdot v(t) + c_1 \cdot \rho_1 \cdot (b(t) - x(t)) + c_2 \cdot \rho_2 \cdot (T_b(i)[j] - x(t))
\]

- **Constricted velocity:** The template eoConstrictedVelocity updates the current velocities as follows:

\[
v(t + 1) = K \cdot [\omega \cdot v(t) + c_1 \cdot \rho_1 \cdot (b(t) - x(t)) + c_2 \cdot \rho_2 \cdot (T_b(i)[j] - x(t))]
\]

where the parameter $K$ is fixed for all the particles and all the generations. The eoConstrictedVariableWeightVelocity template is more flexible as it introduces a constriction factor for the previous velocity.
At step $t+1$: $v(t+1) = K \cdot (\omega \cdot v(t) + c_1 \cdot \rho_1 \cdot (b_x(t) - x(t)) + c_2 \cdot \rho_2 \cdot (g(t) - x(t)))$. $K$ is fixed for all the time steps contrary to $\omega$, updated at each iteration using an eoWeightUpdater. The abstract class eoWeightUpdater is extended by eoLinearDecreasingWeightUpdater that updates a weight according to $\omega(t) = (\omega(0) - \omega(N_t)) \cdot (N_t - t)/N_t + \omega(N_t)$ where $t$ is the current generation/event, $N_t$ is the total number of generations/event, $\omega(0)$ is the initial weight, and $\omega(N_t)$ is the last inertia weight.

- **Variable inertia weight velocity:** The provided ready-to-use template eoVariableInertiaWeightedVelocity suggests another kind of velocity update:

$$v(t+1) = \omega \cdot v(t) + c_1 \cdot \rho_1 \cdot (b_x(t) - x(t)) + c_2 \cdot \rho_2 \cdot (\text{topology.best}(i) - x(t))$$

where $\omega$ is updated each time the velocity performer is called for, using the eoWeightUpdater given in the constructor. Furthermore, for most of these operators, vectorial bound constraints can be applied to restrict the displacement of the particles. These bounds can also be updated at each time step.

- **Flight:** The flight operators allow the calculation of the particle next positions. The most natural way to apply it is to add the previously evaluated velocities to the current positions (Fig. 3.60):

$$x(t + 1) = x(t) + v(t + 1)$$

That is the basic task of the eoStandardFlight-templatized component inheriting from eoFlight. The flight can be constrained between real bounds even if it can be applied to any other data structure supporting the operator $+$. Moreover, eoBinaryFlight is the abstract base template for binary particle swarm optimization. Using eoSigBinaryFlight, the velocities are expected to be real and considering $P_i$ to be the $i$th position of a particle $P$ and $V_i$ to be...
the $i$th velocity of the same particle, the flight expression is

$$P_i = \begin{cases} 1 & \text{random } [0, 1] < \text{sig}(V_i) \\ 0 & \text{otherwise} \end{cases}$$

• **Stopping criteria:** Any stopping criteria defined in the ParadisEO–EO module for P-metaheuristics may be used.

### 3.8.4.1 Illustrative Example

Let us design a PSO algorithm to solve the continuous two-dimensional function Eggcrate that is a nonconvex function (Fig. 3.61).

The implementation of a PSO algorithm using ParadisEO consists in choosing the main components and adjust a few parameters. The next paragraph presents the main components already detailed with the real-coded C++ lines:

- Design a representation of a particle: Real-coded particles.

  ```cpp
typedef eoRealParticle < double > Indi ;
  eoPop < Indi > pop;
```

- Design the initializing of the swarm: Randomized positions and velocities.

  ```cpp
eoUniformGenerator < double > uGen (Init_Position_Min, Init_Position_Max) ;
  eoInitFixedLength < Indi > random (Vec_Size, uGen) ;
eoUniformGenerator < double > sGen (Init_Velocity_Min, Init_Velocity_Max) ;
```
Design a way of evaluating the particles: The eggcrate function.

```cpp
eoEvalFuncPtr<Indi, double, const Indi&> plainEval(eggcrate);
eoEvalFuncCounter<Indi> eval(plainEval);
```

Design a topology and the velocity: The linear topology for the standard velocity with a static inertia.

```cpp
eoLinearTopology<Indi> topology(Neighborhood Size);
eoStandardVelocity<Indi> velocity (topology, inertia, \( C_1, C_2 \));
```

Design the flight: The standard flight.

```cpp
eoStandardFlight<Indi> flight();
```

Design the way the “best” particles are updated: The first fitness is the first best fitness.

```cpp
eoFirstIsBestInit<Indi> localInit;
```

Design a stopping criteria: A fixed number of iterations.

```cpp
eoGenContinue<Indi> genContPara (Max Gen);
```

The algorithm itself is coded using

```cpp
eoEasyPSO<Indi> psa(init, checkpoint, eval, velocity, flight);
```

### 3.8.5 Estimation of Distribution Algorithm Under ParadisEO

The abstract class for algorithms that evolve a probability distribution on the spaces of populations rather than a population is `eoEDA.h` (Fig. 3.62). It is an unary function applied to an `eoDistribution.h` and effectively extended by the `eoSimpleEDA.h` template. This simple estimation of distribution algorithm (`eoSimpleEDA.h`) repeats the following steps:

- Generates a population from the current distribution.
- Evaluates that population.
- Updates the probability distribution.

The update of the probability distribution is ensured by a class inheriting from `eoDistribUpdater` passed through the constructor.
and eoPBILorg classes can be used within the PBIL (population-based incremental learning) algorithm:

- eoPBILAdditive where the probability distribution is updated according to the following rule: \( p_s(i)(t+1) = (1 - LR) \cdot p_s(i)(t) + LR \cdot best(i) \).
- eoPBILOrg where the probability distribution is updated according to the following rule: \( p_s(i)(t+1) = (1 - LR) \cdot p_s(i)(t) + LR \cdot best(i) \).

Obviously, all the abstract classes can be freely extended to go forward the existing implementations.

### 3.9 Conclusions

In addition to the representation, the objective function, and constraint handling that are common search concepts to all metaheuristics, following are the common concepts for population-based metaheuristics:

- **Initial population**: An initial population may be specified randomly (e.g., pseudo-random, quasi-random) or by a given procedure (e.g., sequential diversification, parallel diversification, and heuristic).

- **Stopping criteria**: In addition to the traditional stopping criteria of S-metaheuristics, the stopping criteria in P-metaheuristics may be based on some statistics of the current population (e.g., population diversity) or the evolution of a population.

In addition to the common search concepts of P-metaheuristics, the following main search components have to be defined for designing the P-metaheuristics (Fig. 3.63):

---

\(^{26}\)The initial population is not to be defined for P-metaheuristics based on greedy procedures such as ant colonies.
• **Evolution based:** In evolutionary P-metaheuristics such as evolutionary algorithms, differential evolution, scatter search, bee colony (marriage process of bees), and artificial immune systems (clonal selection), the selection and variation operators (e.g., recombination) constitute the main search components.

• **Blackboard based:** In blackboard-based P-metaheuristics such as ant colonies, estimation of distribution algorithms, particle swarm optimization, and bee food foraging, the construction of the shared memory (e.g., probabilistic model, pheromone trails, global best, waggle dance) and the generation of operator that create a solution according to the global shared memory are the main search components.

Most of the search components will be reused by different population-based metaheuristics (Fig. 3.63). Hence, an incremental design and implementation of different P-metaheuristics can be carried out. Moreover, there is a high flexibility to transform a P-metaheuristic to another one reusing most of the design and implementation work.

Once the P-metaheuristic is designed, the ParadisEO–EO software framework allows to implement it easily. The architecture modularity reduces the time and the
complexity of designing P-metaheuristics. An expert user can extend the already available boxes to more suit to his problem without difficulty and obtain more effective methods. Nevertheless, ParadisEO–EO can be used by newbies with a minimum of code to produce to implement diverse search strategies (e.g., evolutionary algorithm, estimation of distribution algorithm, particle swarm optimization, and differential evolution). A natural perspective is to evolve the open-source software by integrating more search components, heuristics (e.g., bee colony, artificial immune systems), and problem-solving environments (e.g., routing, scheduling, assignment).

Each P-metaheuristic has some parameters to tune. The performance of the different metaheuristics is more or less sensitive to these parameters. However, the optimal tuning of the parameters will never overcome the bad design of search components (e.g., representation, recombination, and global shared memory). In terms of theoretical convergence, there are some global convergence properties for all algorithms. The results refer to the question if the algorithm converges toward the global optimal solution when unlimited search time is available (asymptotic convergence). As for S-metaheuristics, it would be interesting to study and analyze more deeply the finite-time behavior of P-metaheuristics.

P-metaheuristics and especially nature-inspired algorithms (e.g., evolutionary algorithms, immune systems, particle swarm, bee colony, and ant colony) are well suited to solve complex optimization problems dealing with uncertainty and dynamicity [82,91,564,710]. Indeed, in solving this type of problems, one must focus on a more efficient diversification of the search to react promptly to changes of the landscape or generate more robust solutions.

### 3.10 Exercises

**Exercise 3.1 Initial population in binary encoded problems.** Binary encoding is used in many optimization problems (e.g., satisfiability problems, 0–1 IP programs). Propose a sequential diversification approach to initialize the population in which a first part of the population (e.g., 1/3 of the population) is generated in a pseudo-random manner.

**Exercise 3.2 Nonuniform mutation for continuous optimization.** Let us consider the following nonuniform mutation operator. At the generation $t$, the offspring $y^{t+1}$ is generated from the parent $x^{t+1}$ as follows:

$$y_i^{t+1} = x_i^{t+1} + \tau (x_u^i - x_L^i) \left( 1 - r_i \left( 1 - \frac{t}{t_{\text{max}}} \right)^b \right)$$

where $t_{\text{max}}$ is the maximum number of generations and $b$ is a user-specified value. The parameter $\tau$ is a Boolean value that takes the value $-1$ or $1$ with equal probability $0.5$. $x_u^i$ (resp. $x_L^i$) represents the upper (resp. lower) bound for the variable $x$ and $r_i$ is a random number in $[0, 1]$. What is the effect of this mutation operator compared to the commonly used mutation operators (e.g., random uniform, normally distributed mutations).
Exercise 3.3  Yet another crossover property. The crossover operator inherits some characteristics of the two parents to generate an offspring. Suppose a distance \( d \) measures the similarity between any two individuals. In the design of a crossover operator, to force an offspring to share genetic material from both parents, the following property has to be satisfied:

\[
\max\{d(p_1, o), d(p_2, o)\} \leq d(p_1, p_2), \quad \forall o \in O(p_1, p_2, Ox)
\]

where \( p_1 \) and \( p_2 \) are the parents, \( o \) is the generated offspring, and \( O(p_1, p_2) \) is the set of all possible offsprings generated by the crossover operator \( Ox \).

Let us consider a problem with a binary encoding in which the Hamming distance is used. Which crossover operators among the 1-point crossover and the uniform crossover verify the property?

Exercise 3.4  Elite set out of a P-metaheuristic. In the design of a P-metaheuristic, our goal is to maintain (in parallel) an elite set of solutions \( E_s \) found during the search. This elite set \( E_s \) contains a limited number of solutions \( k_{\text{max}} \). At each iteration, the P-metaheuristic generates a new population \( P \) of \( n \) solutions (individuals, particles, ants, etc.). Which replacement strategies can be applied to update the elite set \( E_s \) by the union of the elite set and the new population \( P \) (\( E_s = E_s \cup P \))? Those replacement strategies must take into account the quality of solutions and their diversity.

Exercise 3.5  Genetic algorithms for the “casse tê"e” problem. Let us consider a 2D grid of size \( 4 \times 4 \) covered by 16 tokens (Fig. 3.64). The aim of the problem is to delete six tokens from the grid such as for each row and each column of the grid there will be a pair number of tokens. Our goal is to design a genetic algorithm to solve this problem. Propose a representation of individuals of the population. Propose an objective function for the problem. Which crossover and mutation operators will you apply using the selected representation?

A nonfeasible solution

FIGURE 3.64  The “casse tê"e” problem.
Exercise 3.6  Reproduction operators for the magic square problem. Given distinct $n^2$ integers (from 1 to $n^2$) over a matrix $n \times n$, a magic square of order $n$ is an arrangement such that the $n$ numbers in all rows, all columns, and both diagonals sum to the same constant (Fig. 3.65). To the best of our knowledge, no polynomial-time algorithm exists for this problem. A magic square exists for all $n > 2$. Figure 3.65 shows a magic square for $n = 3$. The constant sum in every row, column, and diagonal is called the magic sum $M$. The magic sum has the value $M(n) = (n^3 + n)/2$. For normal magic squares of order $n = 3, 4, 5, \ldots$, the magic constants are 15, 34, 65, 111, 175, 260, and so on. Propose a representation for this problem and the objective function to optimize. Which genetic operators (mutation and crossover) can be used for the proposed representation?

Exercise 3.7  Encoding for network design. Consider the network design problem defined in Example 6.13. Propose an encoding for this problem. Our goal is to design a genetic algorithm to solve the problem. Propose some specific crossover and a mutation operator for the problem.

Exercise 3.8  Efficiency of selection mechanisms. Given a population $P$ of $\lambda$ individuals associated with their fitness values ($f_1, f_2, \ldots, f_\lambda$). A selection mechanism allows to select $\mu$ individuals ($s_1, \ldots, s_\mu$) from the population $P$. Compute the complexity of the $k$-ary tournament selection, $(\mu, \lambda)$ selection, $\mu + \lambda$ selection, and the $q$-fold binary tournament selection used in EP. Answer: $O(q \cdot \mu)$, $O(\mu + (\lambda - \mu)\log \mu)$, $O(\lambda + \mu)$, $O(\lambda + \mu)q$.

Exercise 3.9  Stochastic universal sampling versus roulette-wheel selection. Given a GA with a population of size $n$. The fitness of the individuals are represented by the vector $(f_1, f_2, \ldots, f_n)$. The selection mechanism will select $n$ individuals $(s_1, \ldots, s_n)$. The time complexity of the proportional selection via roulette wheel is $O(n \cdot \log(n))$. Indeed, computing the sum, $f_i = \sum_{i=1}^{n} f_i$ can be performed within a complexity of $O(n)$. The following step is repeated $n$ times: generate a random number $r$ in the interval $[0, f_2]$. The values $f_i$ must be sorted to find the index $i$ with $f_i = \max\{k \in [1 \ldots n] / r < f_k\}$. The SUS (stochastic uniform sampling) selection mechanism is a deterministic variant of the proportional selection via roulette wheel. It is well known for its efficiency. Compute its time complexity. Answer: $O(n)$.

Exercise 3.10  Redundant evaluation. The most computational part of an EA is the evaluation of the objective function. One of the solutions consists in avoiding a
redundant evaluation of the same individuals. Propose an implementation of this solution. Answer: (i) When creating an offspring clone from a parent, copy the parent’s objective function value into the offspring. Mark the offspring as evaluated. (ii) After the application of a genetic operator, such as the mutation or crossover, to an individual, check to see whether the resulting individual is different from the original one. If so, mark the individual as unevaluated. (iii) Evaluate only individuals that are marked unevaluated.

Exercise 3.11  Mutation complexity. Given an individual of \( n \) elements (\( n \)-tuple).
In GAs, the mutation is applied with a probability \( p_m \) to each element of the individual. So, for each element of the \( n \)-tuple, a random number generation is performed and a Bernoulli trial is applied using the probability \( p_m \). In general, the probability \( p_m \) has small values (\( p_m << 1 \)). Find a geometric distribution that models the interarrival time of a sequence of Bernoulli trials of probability \( p_m \).

Exercise 3.12  Crossover connectivity. The question in this exercise is to see if the crossover operators can generate solutions having all possible combinations of elements of their parents. For simplification reasons, let us suppose a binary representation and the following crossovers: 1-point crossover, \( n \)-point crossover, uniform crossover, shuffle crossover, and random respectful recombination. Hint: Consider the strings 0 and 1 for the parents. What is about discrete (nonbinary) strings. Answer 1 yes for uniform, shuffle, and random respectful recombination. Answer 2 yes for random respectful recombination.

Exercise 3.13  Distance preservation crossover. Design a crossover operator for permutation-based representations that ensure the same distance between the offspring and the two parents as

\[
d(p_1, o) = d(p_2, o) = d(p_1, p_2), \quad \forall o \in O(p_1, p_2, O_y)
\]

where \( p_1 \) and \( p_2 \) are the parents, \( o \) is the generated offspring, and \( O(p_1, p_2) \) is the set of all possible offsprings generated by the crossover operator \( O_y \).

Exercise 3.14  Complexity of crossover. Given a subpopulation of \( p \) individuals. Each individual is represented by a vector of size \( n \). The recombination operator takes as input the subpopulation to generate a single individual. Compute the time complexity of the recombination operator in the case of application of the following operators: 1-point crossover, \( k \)-point crossover, intermediate recombination, gene pool recombination, and the uniform crossover.

Exercise 3.15  Landscape analysis for crossover operators. In Section 2.2, the presented indicators to analyze fitness landscapes are more adapted to mutation in evolutionary algorithms and neighborhood in S-metaheuristics. Indeed, in the correlation analysis, mutation and neighborhoods are well suited to generate random walks in the landscape. These operators generate a time series of fitness values. How can
those indicators (for instance, the FDC (fitness distance correlation) and the auto-
correlation function) be extended to crossover operators? The main difficulty is that
crossover operator works on a pair of solutions (parents) and produces a pair of so-
lutions (offsprings). The presented question may be reduced to how a time series of
fitness values can be generated from the crossover operator.

**Exercise 3.16** GA for the minimum label spanning tree (MLST) and the colorful
traveling salesman (CTSP) problems. Given a connected undirected graph \( G = (V, E) \) where each edge is denoted by a unique color, the MLST problem consists
in constructing a spanning tree that minimizes the number of colors. This NP-hard
problem has many applications such as in communication network design. Unlike
the minimum spanning tree problem, where the focus is on the edges, for the MLST
problem it makes sense to focus on colors. Propose a GA to solve the problem.

The colorful TSP (CTSP) problem consists in finding a tour that minimizes the
number of colors. This is also a NP-hard problem [829]. Are any search components
used to solve the MLST that can be reused for the CTSP (representation, mutation,
crossover, etc.)?

**Exercise 3.17** Even-parity-4 problem using GP. In its general formulation, the
Boolean even-parity \( k \) function of \( k \) Boolean arguments returns \textit{true} if an even number
of its Boolean arguments evaluates \textit{true}, otherwise it returns \textit{false}. For the special case
where \( k = 4 \), 16 fitness cases must be checked to evaluate the fitness of an individual.
Formulate the objective function for this problem. Our goal is to design a genetic
programming approach to solve the problem. Propose a tree-like representation for
this problem. For this purpose, the operators and the terminal set of the tree have to
be defined.

**Exercise 3.18** Distance measure for GP trees. Genetic programming use parse
trees to encode solutions. Defining a distance between trees is not a trivial task.
Propose such a distance to deal with tree-based representations. As shown in the
previous chapter, the distance measure may be important in the landscape analysis of
the problem and the design of diversification or intensification search mechanisms.
Is the distant proposed coherent with the mutation operators?

**Exercise 3.19** Decision tree generation using GP. Decision trees represent a clas-
sical model in data mining for classification tasks. The problem consists in the induc-
tion using GP of the “optimal” decision tree from a training set (or learning set) of
data. Each record from the training set is composed of several attributes and one goal
attribute that is the class attribute. The decision tree will be used to predict the class
of new records with an unknown class (label).

A decision tree is a tree where the terminal nodes are defined by classes \( c_i, i = 1, n \),
and the nonterminal nodes represent the different attributes \( a_j, j = 1, m \). Each edge
of the tree is defined by a test on the attribute values \( a_j = v_j \) where \( v_j \) represents the
possible values of the attribute \( a_j \).

Design a GP algorithm for this problem.
Exercise 3.20  Recombination and mutation operator for different encodings of the JSP. Let us consider the job-shop scheduling problem and the various direct and indirect encodings proposed in Example 1.33. For each encoding, propose a recombination and mutation operators.

Exercise 3.21  Scatter search for unconstrained quadratic binary programs. Unconstrained quadratic programming represents a well-known framework for modeling and solving various academic optimization problems (e.g., many satisfiability problems, graph problems, and scheduling problems) and real-life problems (e.g. financial analysis, network design, molecular conformation, and traffic management). An unconstrained quadratic binary programs (UQP) may be defined as follows:

\[ QP : \quad \min x Q x \]

where \( Q \) is an \( n \times n \) matrix of constants and \( x \) is a binary vector. The representation of solutions is straightforward; it is based on the binary encoding. Design a scatter search strategy to solve such a class of problems. Rounding approaches may be considered for the subset generation procedure. For instance, one can round the fractional variables in an iterative manner. At each iteration, the variable that produces the best rounding for the objective function is selected.

Exercise 3.22  Scatter search for the linear ordering problem. The linear ordering problem (LOP) is a NP-hard combinatorial optimization problem with many applications (e.g., matrix triangulation, individual preferences ranking in group decision making) [118]. Given the set \( S \) of all permutations \( (1, 2, \ldots, m) \) and a matrix \( E_{m,m} = (e_{ij}) \), find the permutation \( p \) of the columns (and rows) that maximizes the sum of the weights in the upper triangle of the matrix \( E \):

\[ C_E(p) = \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} e_{p_i p_j} \]

The LOP problem has a symmetry property, that is, maximizing the permutation \( (p_1, p_2, \ldots, p_m) \) is equivalent to minimizing the permutation \( (p_m, p_{m-1}, \ldots, p_1) \). In graph theory, the problem is equivalent to searching in a complete weighted graph for an acyclic tournament with a maximal sum of arcs weights [342]. Design a scatter search algorithm to solve the LOP problem. The diversification generator may be based on frequencies, the number of times an element \( i \) appears in the position \( j \). In the improvement procedure, the neighborhood based on an insertion or swapping operators may be considered.

Exercise 3.23  Evolutionary algorithms versus scatter search. What is the difference between the selection mechanism (resp. crossover operator) in evolutionary algorithms and the subset generation method (resp. solution combination method) in scatter search?
Exercise 3.24 Identical solutions in a population. In the design of P-metaheuristics for monoobjective and multiobjective optimizations (see Chapter 4), it would be desirable to eliminate duplicate copies of the same solution in a population (current or elite). What is the complexity of the algorithm removing all identical solutions in a population of size $n$.

Exercise 3.25 Diversity and dynamic optimization. When a dynamic change of the problem is detected by an evolutionary algorithm, some strategies are based on generating more diversity in the population to increase the probability in tracking the new optimum. Which operations may be carried out to increase the diversity in the population at the time a change is detected.

Exercise 3.26 Selection of starting and guiding solutions in path relinking. Let us suppose the application of a P-metaheuristic (or even a S-metaheuristic such as iterative local search or GRASP) to generate a population of $k$ “good” solutions in solving a given optimization problem. The application of the path relinking strategy to this final population would be interesting. The number of pairs of solutions that have to be considered is $k \cdot (k - 1)$, if the path $(x, x')$ may be different from the path $(x', x)$. As the computational complexity of such a procedure is very important, propose some selection mechanisms among this set of pairs. Justify the considered selection procedures.

Exercise 3.27 Path relinking in constrained spanning tree problems. In constrained spanning tree problems such as the CMST (capacitated spanning tree problem) defined in Example 2.41, the set of $\Delta(s, t)$ different edges between two feasible spanning trees $s$ and $t$ may be used to generate the path. Each move may be characterized by a pair of edges, one to be inserted and the other to be deleted from an intermediate solution. Propose such a path relinking strategy for the CMST problem. Will your strategy always find a path? If not, propose such a strategy that ensures a path from any two solutions $s$ and $t$. Note that the objective for path relinking is to hopefully find better solutions.

Exercise 3.28 ACO design for a permutation scheduling problem. The single machine total weighted tardiness problem (SMTWTP) is a well-known NP-hard scheduling problem. Given $n$ jobs to be scheduled on a single machine. Each job $i$ is characterized by its weight $w_i$, a processing time $p_i$, and a due date $d_i$. For a given schedule, let $C_i$ define the completion time of the job $i$. The objective of the SMTWTP problem is to minimize the total weighted tardiness:

$$\sum_{i=1}^{n} w_i \times T_i$$

where $T_i = \max(0, C_i - d_i)$ represents the tardiness for the job $i$.

The main problem-dependent elements in designing an ACO algorithm are the pheromone information and the solution construction. Propose a pheromone
information that is suitable to the problem. How this pheromone information will be used in the solution construction? Notice that the relative position of the job is much more important than its direct predecessor or successor in the schedule such as in the traveling salesman problem. In addition to the pheromone, a heuristic to guide the ants toward good solutions must be proposed. Which priority greedy heuristic may be used to decide the next job to schedule?

**Exercise 3.29 ACO for the set covering problem.** The set covering problem (SCP) represents an important class of NP-hard combinatorial optimization problems with many applications in different domains: transportation network, integer coefficients linear programming, assignment problems, simplification of Boolean expressions, and so on. The SCP problem is generally defined by its Boolean covering matrix: $(a_{ij})_{m \times n}$ where $i \in I = 1, \ldots, m$ and $j \in J = 1, \ldots, n$. An element of the matrix $a_{ij} = 1$ if the row $i$ is covered by the column $j$, and $a_{ij} = 0$ otherwise. Each column $j$ of the matrix is characterized by a positive cost $c_j$ and a cardinality $(\text{card}_j)$, which is the number of rows covered by the column $j$. The SCP problem consists in choosing a subset of columns at a minimal cost in a way to cover all the rows (at least a 1 on each line). The SCP can be stated as minimizing

$$
\sum_{j=1}^{n} c_j x_j
$$

such as:

$$x_j = \begin{cases} 
1 & \text{if the column } j \text{ belong to the solution} \\
0 & \text{otherwise}
\end{cases}
$$

$$
\sum_{j=1}^{n} a_{ij} x_j \geq 1, \quad i = 1, \ldots, m
$$

$$x_j \in \{0, 1\}, \quad j = 1, \ldots, n
$$

The constraint maintains the integrity of the system, that is, each row is covered at least by one column. The parameter $\alpha_i$ is defined as the set of columns that cover the line $i$ and $\beta_j$ and as the set of lines covered by the column $j$:

$$\alpha_i = \{ j \in J | a_{ij} = 1 \}$$

$$\beta_j = \{ i \in I | a_{ij} = 1 \}$$

Propose a greedy algorithm to solve the SCP problem. Based on this greedy algorithm, design a solution construction strategy for the ACO algorithm. Once a covering has been established by an ant, an iterative function that eliminates the redundant columns is performed, that is, those that are useless (superfluous) since their elements are
Exercise 3.30  ACO for the shortest common supersequence (SCS) problem.

String problems are one of the most important and well-studied problems in computer science. Such an example of string problems is the SCS problem. Given an alphabet \( \Sigma \) and a set \( L \) of strings over this alphabet, the SCS problem consists in finding a minimal length of supersequence of each string of \( L \). A string \( S \) is a supersequence of a string \( A \) if \( S \) can be obtained from \( A \) by inserting in \( A \) zero or more characters. For instance, if the set \( L \) is \{bbbaaa, bbbaab, cbab, cbaba\}, the optimal supersequence, the one minimizing its length, will be cbbaab. The SCS problem has many applications in various domains [552]:

- **Phylogenetics in bioinformatics:** The strings represent DNA from different species. One of the main questions concerning the evolution of those species is what will be their ancestor. For simplicity, let us assume that only mutations based on deletion of nucleotides can occur during the evolution process. Then, most probably the ancestor is the shortest supersequence of the input DNA strings.

- **Conveyor belt design:** Given a set of workpieces \( \{W_1, W_2, \ldots, W_n\} \) to be designed. To each workpiece \( W_i \) is associated a sequence of operations for designing it, \( W_i = s_1 s_2 \ldots s_k \). The problem is to produce a conveyer belt on which the \( n \) workpieces can be designed. Such a conveyer belt can be defined as a supersequence. The cost of producing the conveyer belt is mainly related to the size of the string representing its sequence. For instance, let us have three workpieces \( \{W_1, W_2, W_3\} \) and their associated sequences to produce them: \( W_1 = \text{bcbacb} \), \( \text{caac} \), \( \text{bbacac} \). A conveyer belt on which the three workpieces are designed can be \( \text{bbacbaacb} \). Figure 3.66 presents an example of a supersequence for the conveyer belt.

Ant can construct solutions by iteratively removing characters from the front of the input strings of \( L \), and appending them to the supersequence. Then, each ant

<table>
<thead>
<tr>
<th>Conveyer belt</th>
<th>b</th>
<th>b</th>
<th>a</th>
<th>c</th>
<th>b</th>
<th>a</th>
<th>a</th>
<th>c</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{bcbacb}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{Workpieces}</td>
<td>\text{caac}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{bbacac}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 3.66** Design of a conveyer belt to produce workpieces. A feasible nonoptimal solution is shown. The optimal solution has a size of 8: bcbacb.
must maintain a set of pointers to the current front of the strings that represent the
selectable components of the constructed solution. The transitions are defined by the
rules that select the next character of the supersequence. Only feasible supersequences
are generated. Design an ACO algorithm for this problem.

**Exercise 3.31 Diversification in particle swarm optimization.** To prevent the
swarm from a premature convergence toward a small region of the search space, some
diversification strategies must be introduced. Given a swarm \( S \) of \( n \) particles with their
associated position \( x_i = x_{i1}, x_{i2}, \ldots, x_{iD} \) where \( D \) represents the dimension of the
continuous problem to optimize. Propose a diversity measure. The PSO algorithm
can have two different phases, a repulsion phase and an attraction phase. When the
diversity is below a given threshold \( d_{\text{low}} \), the repulsion phase is launched. When the
diversity measure is greater than another given threshold \( d_{\text{high}} \) (\( d_{\text{high}} > d_{\text{low}} \)),
the attraction phase is launched. Propose velocity update strategies to be applied in
the repulsion and attraction phases.

**Exercise 3.32 Mutation versus velocity update.** What is the difference between
the concept of mutation in evolutionary algorithms and the velocity update in particle
swarm optimization?

**Exercise 3.33 Inertia weight update in PSO.** In particle swarm optimization,
the inertia weight \( w \) constitutes a trade-off between global and local explorations.
A large inertia weight tends to global exploration (i.e., more diversification) while
a smaller inertia weight tends to local exploration in the current search region (i.e.,
more intensification). Is it interesting to vary the inertia weight during the search from
a relatively large value to a small value. If yes, propose such a decreasing scheme of
the inertia weight (dynamic or adaptive).

**Exercise 3.34 Adaptive application of variation operators.** In a given meta-
heuristic, the efficiency of a variation operator (mutation, recombination, etc.) may
change during the algorithm: an operator may be more efficient during the beginning
of the search while another operator is more efficient at the end of the search.
Moreover, the success of an operator may also depend on the instance of the problem
to solve. This motivates the use of an adaptive operator probability to automate the dy-
namic selection of efficient operators [57]. Let us consider \( k \) operators \( O_i \) \((i = [1, k])\)
belonging to the class \( O \). For instance, if \( O \) represents the mutation operator in an
evolutionary algorithm, the operators \( O_i \) may be \( k \) different mutation operators. For
this case, the purpose is to use simultaneously the different mutations \( O_i \) during the
GA search, and to change automatically the selection probability of each operator ac-
cording to its efficiency. So, the algorithm after uses the best operators than the worst
ones.

The initial selection probabilities for the different operators may be equal: \( P(O_i) = \frac{p_o}{k} \) where \( p_o \) is the probability of the application of the operator \( O \) (i.e., in GA, it
will be the probability of the mutation application \( p_m \)).
For each operator $O_i$, a progress value $G(O_i)$ is associated. Each time the operator $O_i$ is applied, its progress $G(O_i)$ is computed. This progress value depends on the criteria one wishes to optimize: quality of solution, diversity, and so on.

At the end of an iteration of the metaheuristic, the average progress $\bar{G}(O_i)$ is updated for each operator:

$$\bar{G}(O_i) = \frac{\sum_{j=1}^{m_i} G(O_j)}{m_i}$$

where $m_i$ represents the number of applications of the operator $O_i$. Then, the new selection probabilities are updated as follows:

$$P_{O_i} = \frac{G(O_i)}{\sum_{j=1}^{k} G(O_j)} \times (1 - k \times \delta) + \delta$$

where $\delta$ is the minimal selection probability value of the operators.

Define the progress function $G(O_i)$ that encourages the operators generating better solutions in terms of quality.

**Exercise 3.35 Positive feedback in swarm intelligence.** Positive feedback is a basic property on which self-organization relies. It promotes the creation of “good” solutions. Give some examples of positive feedback found in ant colonies and particle swarm optimization-based algorithms.

**Exercise 3.36 Bee marriage versus evolutionary algorithms.** What are the major differences between the MBO algorithm and traditional evolutionary algorithms?

**Exercise 3.37 Self-organization in swarms.** The main properties on which self-organization relies are positive feedback, negative feedback, fluctuations, and multiple interactions. Illustrate these properties for bee colony-based algorithms.

**Exercise 3.38 Clonal selection versus evolutionary algorithms.** What are the major differences between the CLONALG algorithm and traditional evolutionary algorithms?

**Exercise 3.39 PSO for continuous optimization.** A PSO algorithm has been implemented under ParadisEO–EO to solve the eggcrate continuous function (eoEasyPSO template available). Perform 20 runs of the program with the following values of parameters:

- Size of each particle: $VEC\_SIZE = 2$
- Swarm’s size: $POP\_SIZE = 30$
- Neighborhood size: $NEIGHBORHOOD\_SIZE = 6$
• Static inertia factor: \( \text{INERTIA} = 0.5 \)
• Learning factor: \( C_1 = 1.5 \) and \( C_2 = 1.5 \)
• Number of iterations: \( \text{MAX}_1 \text{GEN} = 20 \) (first run) \( \text{MAX}_2 \text{GEN} = 50 \) (second run)

Analyze the obtained results in terms of the quality of solutions (minimum, average, and standard deviation).

**Exercise 3.40 Intensification versus diversification.** For the following P-metaheuristics, identify the search components dealing with the diversification of the search or the intensification of the search: evolutionary algorithms, particle swarm optimization, scatter search, ant colonies, bee colonies, artificial immune systems, and estimation of distribution algorithms.
CHAPTER 4

Metaheuristics for Multiobjective Optimization

Many industrial domains are concerned about large and complex optimization problems involving many criteria. Indeed, optimization problems encountered in practice are seldom monoobjective. In general, there are many conflicting objectives\(^1\) to handle. For instance, in designing a given product, one must have to minimize its cost, maximize its quality (e.g., in terms of physic, mechanic, or service), and minimize its environmental impact. In fact, many diverse areas (e.g., engineering design, bioinformatics, logistics, transportation, telecommunication, environment, aeronautics, finance) are concerned about multiobjective optimization problems (MOPs)\(^2\).

Multiobjective optimization\(^3\) has its roots in the nineteenth century, in the work of Edgeworth and Pareto in economics \([236, 600]\). It has been used in economics and management science for several decades \([472, 485]\), and then gradually in engineering sciences \([720]\). Nowadays, multiobjective optimization is an important area in science and engineering. The complexity of MOPs becomes more and more significant in terms of the size of the problem to be solved (e.g., number of objectives, size of the search space). Moreover, the search time for solving these problems has to be reasonable for most of the MOPs encountered in practice. Hence, the development of advanced multiobjective metaheuristics has been widely investigated since the end of the 1980s. This is an important issue in solving complex and large MOPs.

The optimal solution for MOPs is not a single solution as for monoobjective optimization problems, but a set of solutions defined as Pareto optimal solutions. A solution is Pareto optimal if it is not possible to improve a given objective without deteriorating at least another objective. This set of solutions represents the compromise solutions between the different conflicting objectives. The main goal of the resolution of a multiobjective problem is to obtain the Pareto optimal set and, consequently, the Pareto front. Notwithstanding this, when metaheuristics are applied, the goal becomes to obtain an approximation of the Pareto optimal set having two

---

\(^1\)The terms criteria, attribute, and objective are used indifferently.

\(^2\)Note that the terms multiobjective and multicriteria are used interchangeably throughout this chapter.

\(^3\)Sometimes referred to as vector optimization.
properties: convergence to the Pareto optimal front and uniform diversity. The first
property ensures the generation of near-optimal Pareto solutions, while the second
property indicates a good distribution of the obtained solutions around the Pareto
optimal front, so that no valuable information is lost.

Compared to monoobjective optimization, the difficulty in solving MOPs lies in
the following general facts:

- There are no commonly used definitions on the global optimality of a solution as
  in monoobjective optimization. The order relation between solutions of a MOP
  problem is partial, and the final choice depends on the decision maker.
- The number of Pareto optimal solutions increases according to the size of the
  problem and mainly with the number of objectives being considered. Indeed, at
  least all Pareto solutions of an \( n \)-objective problem are necessary Pareto solutions
  of the same problem with an additional objective function. For instance, the num-
  ber of Pareto optimal solutions may be exponential with respect to the problem
  size (e.g., some NP-hard combinatorial multiobjective optimization problems)
  [238].
- The structure of the Pareto front (e.g., continuity, convexity, multimodality)
  depends on the studied MOP. For instance, the Pareto optimal solutions may
  be localized on the frontier and inside the convex hull of feasible solutions.
  Moreover, most of the MOPs are NP-hard problems.

This chapter presents the main issues related to the design and implementation
of multiobjective metaheuristics. In recent years, the application of metaheuristic
techniques to solve MOPs has become a very active research and development area.
Solving this class of problems implies obtaining a set of Pareto optimal solutions
in such a way that the corresponding set fulfills the requirements of convergence to
the true Pareto front and uniform diversity. Most of studies about metaheuristics for
multiobjective optimization are focused on P-metaheuristics, such as evolutionary
algorithms that are more suited to solve MOPs [144,195]. Our main interest is the
development of metaheuristics that allow the approximation of the Pareto front in
solving MOP problems. A unifying view for designing and analyzing multiobjec-
tive metaheuristics (S-metaheuristics and P-metaheuristics) is provided. The focus is
made on the search components that must be adapted to transform metaheuristics to
solve MOPs. The aspect of decision making, for the choice of a final solution among
the Pareto solutions, is not addressed [555].

The chapter is organized as follows. After introducing the main concepts of
multiobjective optimization in Section 4.1, Section 4.2 illustrates some examples of
multiobjective optimization problems. It also shows the various possible interactions
between the problem solver and the decision maker. Section 4.3 extracts the main
search components of a multiobjective metaheuristic: fitness assignment, diversity
preservation, and elitism. Sections 4.4–4.6 discuss how these three search components
can be defined independently to design a multiobjective metaheuristic. Some exam-
pies dealing with popular metaheuristics are also illustrated. Section 4.7 is devoted to
the performance evaluation of multiobjective metaheuristics and the characterization
of the Pareto front landscape. Finally, the implementation issues of multiobjective metaheuristics under the ParadisEO framework will be outlined in Section 4.8.

4.1 MULTIOBJECTIVE OPTIMIZATION CONCEPTS

This section covers the main concepts of multiobjective optimization, such as dominance, Pareto optimality, Pareto optimal set, and Pareto front. In these definitions, the minimization of all the objectives is assumed, without loss of generality.

Definition 4.1 Multiobjective optimization problem. A multiobjective optimization problem may be defined as

\[
\text{MOP} = \left\{ \min \ F(x) = (f_1(x), f_2(x), \ldots, f_n(x)) \quad \text{s.c. } x \in S \right\}
\]

(4.1)

where \( n (n \geq 2) \) is the number of objectives, \( x = (x_1, \ldots, x_k) \) is the vector representing the decision variables, and \( S \) represents the set of feasible solutions associated with equality and inequality constraints and explicit bounds. \( F(x) = (f_1(x), f_2(x), \ldots, f_n(x)) \) is the vector of objectives to be optimized.

The search space \( S \) represents the decision space or parameter space of the MOP. The space in which the objective vector belongs to is called the objective space. The vector \( F \) can be defined as a cost function from the decision space in the objective space that evaluates the quality of each solution \( (x_1, \ldots, x_k) \) by assigning an objective vector \( (y_1, \ldots, y_n) \), which represents the quality of the solution (or fitness) (Fig. 4.1). In the field of multiobjective optimization, the decision maker uses it to work in terms of evaluation of a solution on each criterion, and is naturally placed in the objective space. The set \( Y = F(S) \) represents the feasible points in the objective space, and \( y = F(x) = (y_1, y_2, \ldots, y_n) \), where \( y_i = f_i(x) \), is a point of the objective space.

![Figure 4.1](image)

**FIGURE 4.1** Decision space and objective space in a MOP.
It is not usual to have a solution \( x^* \), associated with a decision variable vector, where \( x^* \) is optimal for all the objectives:

\[
\forall x \in S, f_i(x^*) \leq f_i(x), \quad i = 1, 2, \ldots, n
\]  

(4.2)

Given that this situation is not usual in real-life MOPs where the criteria are in conflict, other concepts were established to consider optimality. A partial order relation could be defined, known as dominance relation.

**Definition 4.2** Pareto dominance. An objective vector \( u = (u_1, \ldots, u_n) \) is said to dominate \( v = (v_1, \ldots, v_n) \) (denoted by \( u \prec v \)) if and only if no component of \( v \) is smaller than the corresponding component of \( u \) and at least one component of \( u \) is strictly smaller, that is,

\[
\forall i \in \{1, \ldots, n\} : u_i \leq v_i \land \exists i \in \{1, \ldots, n\} : u_i < v_i
\]

The generally used concept is Pareto optimality. Pareto optimality definition comes directly from the dominance concept. The concept was proposed initially by F.Y. Edgeworth in 1881 [236] and extended by W. Pareto in 1896 [600]. A Pareto optimal solution denotes that it is impossible to find a solution that improves the performances on a criterion without decreasing the quality of at least another criterion.

**Definition 4.3** Pareto optimality. A solution \( x^* \in S \) is Pareto optimal\(^4\) if for every \( x \in S \), \( F(x) \) does not dominate \( F(x^*) \), that is, \( F(x) \not\prec F(x^*) \).

Graphically, a solution \( x^* \) is Pareto optimal if there is no other solution \( x \) such that the point \( F(x) \) is in the dominance cone of \( F(x^*) \) that is the box defined by \( F(x) \), with its projections on the axes and the origin (Fig. 4.2). In general, searching in a monoobjective problem leads to find a unique global optimal solution. A MOP may have a set of solutions known as the Pareto optimal set. The image of this set in the objective space is denoted as the Pareto front.

**Definition 4.4** Pareto optimal set. For a given MOP \((F, S)\), the Pareto optimal set is defined as \( \mathcal{P}^* = \{ x \in S / \exists x' \in S, F(x') \prec F(x) \} \).

**Definition 4.5** Pareto front. For a given MOP \((F, S)\) and its Pareto optimal set \( \mathcal{P}^* \), the Pareto front is defined as \( \mathcal{P}_{F^*} = \{ F(x), x \in \mathcal{P}^* \} \).

The Pareto front is the image of the Pareto optimal set in the objective space. Obtaining the Pareto front\(^5\) of a MOP is the main goal of multiobjective optimization. However, given that a Pareto front can contain a large number of points, a good approximation of the Pareto front may contain a limited number of Pareto solutions,

\(^4\) The Pareto optimal solutions are also known as acceptable solutions, efficient, nondominated, noninferior.

\(^5\) For some applications, it is also important to obtain the complete Pareto set.
which should be as close as possible to the exact Pareto front, as well as they should be uniformly spread over the Pareto front. Otherwise, the obtained approximation of the Pareto front would not be very useful to the decision maker who should have a complete information on the Pareto front. Let us examine the three fronts shown in Fig. 4.3 that represents several approximations. The first plot (left) shows a front having a very good spread of solutions, but the points are far from the true Pareto front; this front is not attractive because it does not provide Pareto optimal solutions. The second example (center) contains a set of solutions that are very close to the true Pareto front; thus, some regions of the true Pareto front are not covered, so the decision maker could lose important information on the Pareto front. Finally, the last front (right) has the two desirable properties of good convergence and diversity.

Let us notice that depending on the considered space (decision space or objective space), the number of Pareto solutions may be different. In the objective space, two solutions having the same objective vector will be considered as a single point,
whereas they represent two different solutions in the decision space. The Pareto optimal set in the objective space is called the *minimal complete Pareto set*, whereas it is the *maximal complete Pareto set* in the decision space.

It is worth to point out that ideally one would like to obtain a solution minimizing all the objectives. Let us suppose that the optimum for each objective function is known, the objective functions being separately optimized.

**Definition 4.6 Ideal vector.** A point \( y^* = (y^*_1, y^*_2, \ldots, y^*_n) \) is an ideal vector if it minimizes each objective function \( f_i \) in \( F(x) \), that is, \( y^*_i = \min(f_i(x)), x \in S, i \in [1, n] \).

The ideal vector is generally an utopian solution in the sense that it is not a feasible solution in the decision space. In certain cases, the decision maker defines a *reference vector*, expressing the goal to reach for each objective. This generalizes the concept of ideal vector. The decision maker may specify some aspiration levels \( z_i, i \in [1, n] \) to attain for each objective function \( f_i \). Aspiration levels represent acceptable or desirable levels in the objective space. A Pareto optimal solution satisfying all aspiration levels is called a *satisficing solution* [680].

**Definition 4.7 Reference point.** A reference point \( z^* = [z_1, z_2, \ldots, z_n] \) is a vector that defines the aspiration level (or goal) \( z_i \) to reach for each objective \( f_i \).

**Definition 4.8 Nadir point.** A point \( y^* = (y^*_1, y^*_2, \ldots, y^*_n) \) is the nadir point if it maximizes each objective function \( f_i \) of \( F \) over the Pareto set, that is, \( y^*_i = \max(f_i(x)), x \in P^*, i \in [1, n] \).

The ideal and nadir points give some information on the ranges of the Pareto optimal front (Fig. 4.4).

**FIGURE 4.4** Nadir and ideal points in a MOP.
Definition 4.9 Utility function. A utility (or value) function \( v \), which represents the preferences of the decision maker, maps the objective vector to a scalar-valued function: \( v : \mathbb{R}^n \rightarrow \mathbb{R} \).

The utility function has to be minimized to suit the preferences of the decision maker.

In multiobjective optimization, the concept of local minima can be generalized to the locally Pareto optimal solution. This notion is related to the concept of neighborhood, usually applied to S-metaheuristics (see Section 2.1.1).

Definition 4.10 Locally Pareto optimal solution. A solution \( x \) is locally Pareto optimal if and only if \( \forall w \in N(x) \), \( F(w) \) does not dominate \( F(x) \), and \( N(x) \) represents the neighborhood of the solution \( x \).

Some Pareto optimal solutions may be obtained by the resolution of the following mathematical program:

\[
\begin{align*}
\text{(MOP}_\lambda\text{)} & \quad \min \quad F(x) = \sum_{i=1}^{n} \lambda_i f_i(x) \\
\text{s.c.} \quad x \in S
\end{align*}
\]  

with \( \lambda_i \geq 0 \) for \( i = 1, \ldots, n \), and \( \sum_{i=1}^{n} \lambda_i = 1 \).

Such solutions are known as supported solutions [314]. Supported solutions are generated by the resolution of (MOP\(_\lambda\)) for various values of the weight vector \( \lambda \). The complexity of (MOP\(_\lambda\)) is equivalent to the subjacent monoobjective optimization problems. If the subjacent optimization problems are polynomial, it will be relatively easy to generate the supported solutions. Nevertheless, there exists other Pareto optimal solutions that cannot be obtained by the resolution of a (MOP\(_\lambda\)) mathematical program. Indeed, these solutions, known as nonsupported solutions, are dominated by convex combinations of supported solutions, that is, points of the convex hull of \( Y = F(S) \) (Fig. 4.5).

**FIGURE 4.5** Supported and nonsupported solutions in a MOP. Weak dominance and strict dominance concepts. Solution \( u \) weakly dominate solution \( v \); solution \( u' \) weakly dominates solution \( v' \); solution \( u \) strictly dominates solutions \( v' \) and \( v'' \).
Other types of domination definitions exist, such as the concept of weak dominance, strict dominance, and \( \epsilon \)-dominance [370].

**Definition 4.11** Weak dominance. An objective vector \( u = (u_1, \ldots, u_n) \) is said to weakly dominate \( v = (v_1, \ldots, v_n) \) (denoted by \( u \preceq v \)) if all components of \( u \) are smaller than or equal to the corresponding components of \( v \), that is, \( \forall i \in \{1, \ldots, n\}, u_i \leq v_i \) (Fig. 4.5).

**Definition 4.12** Strict dominance. An objective vector \( u = (u_1, \ldots, u_n) \) is said to strictly dominate \( v = (v_1, \ldots, v_n) \) (denoted by \( u \prec v \)) if all components of \( u \) are smaller than the corresponding components of \( v \), that is, \( \forall i \in \{1, \ldots, n\}, u_i < v_i \) (Fig. 4.5).

**Definition 4.13** \( \epsilon \)-Dominance. An objective vector \( u = (u_1, \ldots, u_n) \) is said to \( \epsilon \)-dominate \( v = (v_1, \ldots, v_n) \) (denoted by \( u \prec_{\epsilon} v \)) if and only if no component of \( v \) is smaller than the corresponding component of \( u - \epsilon \) and at least one component of \( u - \epsilon \) is strictly better, that is, \( \forall i \in \{1, \ldots, n\} : u_i - \epsilon_i \leq v_i \land \exists i \in \{1, \ldots, n\} : u_i - \epsilon_i < v_i \) (Fig. 4.6).

### 4.2 Multiojective Optimization Problems

As in monoobjective optimization, MOPs can be divided into two categories: those whose solutions are encoded with real-valued variables, also known as continuous MOPs, and those where the solutions are encoded using discrete variables such as combinatorial MOPs.

In the past 40 years, the majority of the works concerned the multiojective continuous linear programming. The principal reasons of this interest are the development of the multiojective linear programming in operations research and the relative facility to deal with such problems, on the one hand, and the abundance of the practical
cases that can be formulated in linear form on the other. Thus, a certain number of software were born since the development of the method of the multiobjective simplex [722,837]. In the class of continuous MOP, this chapter deals with complex continuous MOPs (e.g., nonlinear) for which exact algorithms cannot be applied in a reasonable amount of time. An infinite number of Pareto optimal solutions may compose the Pareto front of a continuous MOP, whereas in combinatorial MOPs, both the feasible set $S$ and the Pareto set are finite.

Most of metaheuristics for solving MOPs are designed to deal with continuous MOPs. One of the reasons of this development is the availability of “standard” benchmarks for continuous MOPs. However, since the last decade, there is also a growing interest in solving combinatorial MOPs. Indeed, many real-life and well-known academic problems (e.g., TSP, QAP, VRP, knapsack, scheduling) have been modeled as combinatorial MOPs. In the following sections, some academic examples of MOPs as well as real-life ones are presented.

### 4.2.1 Academic Applications

The majority of the benchmarks used in the comparison of multiobjective metaheuristics were carried out on academic problems. Let us point out that, in many cases, continuous functions are used to perform the first experimentations of a new multiobjective metaheuristic.

#### 4.2.1.1 Multiobjective Continuous Problems

A continuous MOP can be mathematically formulated as follows:

$$\min F(x) = (f_1(x), f_2(x), \ldots, f_n(x))$$

subject to

$$g_i(x) \leq 0, \quad i = 1, \ldots, m$$

$$h_i(x) = 0, \quad i = 1, \ldots, p$$

with $x = (x_1, \ldots, x_k)$, $F: \mathbb{R}^k \rightarrow \mathbb{R}^n$ the objective vector, $m$ inequality constraints $g_i$, and $p$ equality constraints $h_i$.

In the recent years, some continuous test functions have been proposed to easily carry out experimentations of multiobjective metaheuristics [277,488,841,799]. Test problems allow a more fair evaluation of the efficiency and the effectiveness of MOP algorithms. Some well-known test problems are used in the literature for continuous MOPs, such as the ZDT and DTLZ benchmarks [794]. For some test problems, the exact Pareto front is known a priori that makes easier the performance assessment of multiobjective metaheuristics. Indeed, in the ZDT class of instances, a simple procedure has been designed to construct biobjective optimization problems

---

6The problem formulation contains at least one nonlinear function.
in which different characteristics of the Pareto front landscape and difficulties are introduced [194]. However, the ZDT class of instances is relatively simple and inadequate to represent real-life MOPs. Hence, more complex test MOPs have been introduced [201,393,591]. For instance, in the DTLZ class, nine benchmarks have been proposed with a scalable number of decision variables and objectives [202]. For the DTLZ class of test problems, except DTLZ1, the Pareto optimal solutions satisfy the equation $\sum_{m=1}^{M} (f_m^*)^2 = 1$, that is, the radius of any solution of the Pareto front is equal to 1.

Example 4.1 Test instances for constrained multiobjective continuous optimization problems. A number of constrained test problems with nonlinear objective functions and constraints exist in the literature such as the CTP problems [195]. Different tunable degrees of difficulties are introduced in the benchmarks, among them are:

- Feasible islands in the objective space
- Long narrow tunnel to optimality
- Piecewise activeness of different constraints on the optimal Pareto front.

4.2.1.2 Multiobjective Combinatorial Problems For combinatorial MOPs, there is a lack of “standard” benchmarks even if recently there is an interest in providing test instances for classical combinatorial MOPs that can be classified into two complexity classes:

- **Polynomial problems**: Many multiobjective models of polynomially solvable optimization problems have been tackled: shortest path problems [811,814], spanning tree problems [840], assignment problems [786], and so on.
- **NP-hard problems**: Most of the multiobjective models concern NP-hard optimization problems: scheduling problems [56,572,681], routing problems [601], quadratic assignment problems, and so on.

An increasing number of combinatorial multiobjective test functions are available in the literature\(^7\). However, in most of the cases, they are biobjective optimization problems. Globally, there is also a lack of test functions for real-life combinatorial MOPs, especially problems that are subject to many objectives [405], uncertainty [506], and dynamicity [252].

Example 4.2 Multiobjective scheduling problems. The permutation flow-shop scheduling problem (FSP) is one of the most well-known scheduling problems [771]. The problem can be presented as a set of $n$ jobs $J_1, J_2, \ldots, J_n$ to be scheduled on $m$ machines. Machines are critical resources: one machine cannot be assigned to two jobs

\(^7\)For instance, see http://www.lifl.fr/OPAC for static and stochastic biobjective flow-shop scheduling and vehicle routing problems.
Each job $J_i$ is composed of $m$ consecutive tasks $t_{ij}$, where $t_{ij}$ represents the $j$th task of the job $J_i$ requiring the machine $M_j$. To each task $t_{ij}$ is associated a processing time $p_{ij}$, and to each job $J_i$ a release time $r_i$ and a due date $d_i$ (deadline of the job) are given. In permutation flow-shop problems, the jobs must be scheduled in the same order on all the machines (Fig. 4.7). A comprehensive survey of multiobjective scheduling problems may be found in Ref. [771].

Many objectives may be used in scheduling tasks on different machines. These objectives vary according to the particularities of the treated problem:

- $C_{\text{max}}$: Makespan (total completion time): $\max\{C_i|i \in [1 \ldots n]\}$
- $\bar{C}$: Mean value of jobs completion time
- $T_{\text{max}}$: Maximum tardiness: $\max\{\max(0, C_i - d_i)|i \in [1 \ldots n]\}$
- $\bar{T}$: Total tardiness: $\sum_{i=1}^{n}[\max(0, C_i - d_i)]$
- $U$: Number of jobs delayed with regard to their due date $d_i$
- $F_{\text{max}}$: Maximum job flow-time: $\max\{C_i - r_i|i \in [1 \ldots n]\}$
- $\bar{F}$: Mean job flow-time

where $s_{ij}$ represents the time at which the task $t_{ij}$ is scheduled and $C_i = s_{im} + p_{im}$ represents the completion time of job $J_i$. The size of the Pareto front is not very important as the correlation of the two objectives is positively important that restricts the number of Pareto solutions (see Fig. 4.5).

### 4.2.2 Real-Life Applications

A huge number of works dealing with MOPs are dedicated to real-life applications [794]. Two key aspects are responsible for this interest: many real-life applications involve various conflicting objectives, and efficient multiobjective metaheuristics have been developed (e.g., evolutionary multiobjective algorithms). Indeed, multiobjective metaheuristics have been applied to real-life applications since 1960. Moreover, several domains were dealt with various multiobjective applications:

- **Engineering design**: In the past 20 years, the design of systems in engineering sciences (e.g., mechanics, aeronautics, chemistry) has boosted the research and development of multiobjective metaheuristics. Indeed, many design problems have been formulated as MOPs (e.g., plane wings [588], car engines [289]). Multiobjective formulation of design problems has gained a large success in the engineering domain.
• **Environment and energetics:** In the literature, one of the first papers deals with multiobjective modeling of optimization problems concerned with the environment and energetic domains [472] (e.g., management of water distribution [355], management of the air quality [515]). This domain will be more critical in years to come due to the deterioration of our environment and the lack of energetic resources (e.g., water [702] and nonrenewable resources such as petrol).

• **Telecommunications:** In the last decade, the telecommunication area has been one of the most exciting domains in which multiobjective metaheuristics have been applied (e.g., design of antennas [796], design of cellular networks [544], design of constellation of satellites [242], frequency assignment [172]). This domain will remain to be exciting due to the continuing evolution of network technologies (e.g., sensor networks, ad hoc networks, cognitive networks).

• **Control:** The classical applications around optimal design of controllers are very active in terms of multiobjective modeling and solving of optimization problems (see Ref. [268] for a survey).

• **Computational biology and bioinformatics:** Numerous key problems in computational biology and bioinformatics can be formulated as MOPs. Multiobjective optimization is in its starting phase in this application domain. A lot of potential works are still to be done in this challenging area (e.g., classification, feature selection, clustering, association rules [460], inverse problems such as gene regulatory network modeling and phylogenetic inference, sequence and structure alignment, structure prediction and design such as protein identification, protein structure prediction [766], and molecular docking). A comprehensive review of multiobjective optimization in bioinformatics and computational biology may be found in Ref. [357].

• **Transportation and logistics:** Nowadays, this domain generates a large number of MOP applications (e.g., containers management [772], design of grid systems [286], traced motorway [144]).

**Example 4.3 Multiobjective routing problems.** Routing problems such as the traveling salesman and the vehicle routing problems are widely studied because of their numerous real-life applications (e.g., logistics, transportation). The most common objectives include minimizing the total distance traveled, the total time required, the total tour cost, and/or the fleet size, and maximizing the quality of the service and/or the collected profit. Numerous other aspects such as balancing of workloads (e.g., time, distance) can be taken into account.

Multiobjective routing problems are mainly used in three ways: to extend classical academic problems to improve their practical application (while never losing sight of the initial objective), to generalize classic problems, and to study real-life cases in which the objectives have been clearly identified by the decision maker and are dedicated to a specific real-life application:

• **Extending classical academic problems:** Multiobjective optimization is one possible way to study objectives other than the one initially defined, which is
often related to solution cost. In this context, the problem definition remains unchanged, and new objectives are added. The purpose of such extensions is often to enhance the practical applications of the model by recognizing that logistics problems are not only cost driven. Some of the different extensions found in the literature are driver workload [497], customer satisfaction [696], commercial distribution [655], and multiobjective traveling salesman problem and variants [359,409,503].

- **Generalizing classic problems:** Another way to use multiobjective optimization is to generalize a problem by adding objectives instead of one or several constraints and/or parameters. In the literature, this strategy has notably been applied to the vehicle routing problem with time window constraints, where the time windows are replaced by one or several objectives [302,385,593,763].

- **Real-life cases:** Multiobjective routing problems are also studied for a specific real-life situation, in which decision makers define several clear objectives that they would like to get optimized. Several examples of these real-life problems may be found: transport delivery routing [241], urban school bus route planning [87], rural school bus routing [153], urban trash collection [490], merchandise transport routing [762], hazardous product distribution [315], and tour planning for mobile health care facilities [206].

A more comprehensive survey of multiobjective routing problems can be found in Ref. [439].

### 4.2.3 Multicriteria Decision Making

The aim of solving MOPs is to help a decision maker to find a Pareto solution that copes with his preferences. One of the fundamental questions in MOPs resolution is related to the interaction between the problem solver (e.g., metaheuristic) and the decision maker. Indeed, the Pareto optimal solutions cannot be ranked globally. The role of the decision maker is to specify some extra information to select his favorite solution. This interaction can take one of the three following forms [400,555]:

- **A priori:** In this approach, the decision maker provides his preferences before the optimization process. Different forms may be used to formulate the preferences. In many cases, the suggested approaches consist in combining the different objective functions according to some *utility function* (or value function) \( v \), to obtain only one objective function to be optimized (aggregation method). The reduced problem to solve will be

\[
\text{Min } v(f(x)), x \in S
\]

---

8 Group decision making may also be considered [399].
9 The whole procedure is called solution process.
The value function will provide a complete order between the Pareto optimal solutions. For instance, if the value function is a linear one, the decision maker is supposed to evaluate \textit{a priori} the weight of each objective to define the utility function. However, in most of the cases, it is difficult to define the utility function before the optimization process. For some problems, it has been demonstrated that it is impossible to represent the decision maker utility function in a reliable manner [207].

Moreover, the various objectives are not comparable\textsuperscript{10}. The search space defined by the aggregation does not represent the initial problem. If the decision maker is not able to indicate \textit{a priori} the type of wished compromise between criteria, it is not relevant to seek one and only one effective solution carrying out an aggregation between these criteria. In using this approach, the decision maker must have a minimum knowledge on his problem in terms of possibilities and limitations. In terms of problem solving, in general, it results in the transformation of the MOP into a monoobjective problem, which can be solved by any traditional metaheuristic (S-metaheuristic or P-metaheuristic).

- \textit{A posteriori}: In the \textit{a posteriori} approach, the search process determines a set of Pareto solutions. This set helps the decision maker to have a complete knowledge of the Pareto front. In some sense, the Pareto front constitutes an acquired knowledge on the problem. Then, the decision maker chooses one solution from the set of solutions provided by the solver. This approach is practical when the number of objectives is small and the cardinality of the set is reduced [681]. Otherwise, to help the decision maker to make a choice, it is advisable to enable him to explore the whole Pareto set (or an approximation) according to its preferences, so that he can better apprehend the arbitration to be operated between the criteria. In terms of problem solving, this approach is more complex in a sense that a set of good Pareto solutions must be found.

- \textit{Interactive}: In this case, there is a progressive interaction between the decision maker and the solver (Fig. 4.8). From the knowledge extracted during the problem resolution, the decision maker defines his preferences in an understandable way. Many preference information have been used in the literature (e.g., reference point [817], reference direction [475], marginal rate of return [555]).

These preferences are taken into account by the solver in the problem resolution. This process is iterated during several steps. As the interaction occurs during the search, the solver must not require too much time. At the end of the guided exploration of the Pareto front, the decision maker has a thorough knowledge to select a solution from the Pareto front, representing an acceptable compromise that will convince the decision maker. If the decision maker is rational and the problem is well formulated, the final solution is always Pareto optimal.

Each approach has its weaknesses and strengths. The choice of a method depends on the problem properties and the abilities of the decision maker. In this chapter, our

\textsuperscript{10}Several objective are not comparable if their values are expressed in different ways. For example, if one objective seeks to maximize the profit and another one try to minimize the ecological impact.
focus is on noninteractive multiobjective metaheuristics, where the decision maker is involved before the search process (a priori interaction) or after the search process is finished (a posteriori interaction). The background presented can be easily adapted to design interactive multiobjective metaheuristics.

4.3 MAIN DESIGN ISSUES OF MULTIOBJECTIVE METAHEURISTICS

As in monoobjective optimization, the optimization algorithms that can be used to solve MOPs can be classified into exact and approximate algorithms. In the literature, more attention has been devoted to bicriteria optimization problems by using exact methods such as branch and bound algorithms [499, 681, 694, 787, 800], branch and cut [438], A* algorithm [526, 723], and dynamic programming [109, 814]. Exact search methods are effective for problems of small sizes. Moreover, for problems with more than two criteria, there are no many effective exact procedures, given the simultaneous difficulties of NP-hardness complexity of problems and the multicriterion framework of the problems. However, there exists some new advances in this area, with several exact approaches proposed in the literature for biobjective [495, 498, 500] and multiobjective problems [498].

Heuristic methods are necessary to solve large-scale or many criteria problems. They do not guarantee to find in an exact way the Pareto set but an approximation of this set. Approximate methods can be divided into two classes: on one hand, algorithms that are specific to a given problem using some knowledge on the problem and, on the other hand, the metaheuristics that are general-purpose algorithms, applicable to a large variety of MOPs. In the last two decades, the application of metaheuristics to solve MOPs has become an active research and development area. For instance, in the EMO\textsuperscript{11} community, a surge of research activity on using evolutionary algorithms has been observed. Solving this class of problems implies obtaining an approximation set of Pareto optimal solutions in such a way that the corresponding set fulfills the requirements of convergence to the Pareto front and uniform diversity. A unifying view for analyzing, designing, and implementing multiobjective metaheuristics (S-metaheuristics and P-metaheuristics) is provided in this chapter.

\textsuperscript{11}Evolutionary multicriterion optimization.
In addition to the common concepts of monoobjective metaheuristics (see previous chapters), a multiobjective metaheuristic contains three main search components:

- **Fitness assignment**: The main role of this procedure is to guide the search algorithm toward Pareto optimal solutions for a better convergence. It assigns a scalar-valued fitness to a vector objective function.

- **Diversity preserving**: The emphasis here is to generate a diverse set of Pareto solutions in the objective and/or the decision space.

- **Elitism**: The preservation and use of elite solutions (e.g., Pareto optimal solutions) allows a robust, fast, and a monotonically improving performance of a metaheuristic.

A unified view of multiobjective metaheuristics is presented in an attempt to provide a common terminology and classification mechanisms. The goal of the general classification is to provide a mechanism that allows a common description and comparison of multiobjective metaheuristics in a qualitative way. It also allows the design of new multiobjective metaheuristics, borrowing ideas from current ones. The following sections discuss how these three search components can be defined independently to design a multiobjective metaheuristic. Some examples dealing with popular multiobjective metaheuristics are also illustrated.

### 4.4 FITNESS ASSIGNMENT STRATEGIES

For a given solution, a fitness assignment procedure maps a fitness vector to a single value. The fitness scalar value measures the quality of the solution. According to the fitness assignment strategy, multiobjective metaheuristics can be classified into four main categories (Fig. 4.9):

- **Scalar approaches**: They are based on the MOP problem transformation into a monoobjective problem. This class of approaches includes, for example, the methods based on aggregation that combine the various objectives $f_i$ into a single objective function $F$. These approaches require for the decision maker to have a good knowledge of his problem.

- **Criterion-based approaches**: In criterion-based approaches, the search is performed by treating the various noncommensurable objectives separately.

- **Dominance-based approaches**: The dominance-based approaches\(^{12}\) use the concept of dominance and Pareto optimality to guide the search process. The objective vectors of solutions are scalarized using the dominance relation.

- **Indicator-based approaches**: In indicator-based approaches, the metaheuristics use performance quality indicators to drive the search toward the Pareto front.

In the following sections, the different approaches are detailed.

---

\(^{12}\) Also named Pareto approaches.
4.4.1 Scalar Approaches

This class of multiobjective metaheuristics contains the approaches that transform a MOP problem into a monoobjective one or a set of such problems. Many proposed algorithms in the literature are scalar approaches. Among these methods one can find the aggregation methods, the weighted metrics, the goal programming methods, the achievement functions, the goal attainment methods, and the \( \epsilon \)-constraint methods. The use of scalarization approaches is justified when they generate Pareto optimal solutions.

4.4.1.1 Aggregation Method

The aggregation (or weighted) method is one of the first and most used methods for the generation of Pareto optimal solutions. It consists in using an aggregation function to transform a MOP into a monoobjective problem (MOP\(_{\lambda}\)) by combining the various objective functions \( f_i \) into a single objective function \( f \) generally in a linear way [400,715]:

\[
f(x) = \sum_{i=1}^{n} \lambda_i f_i(x), \quad x \in S
\]  
(4.4)
where the weights $\lambda_i \in [0, 1]$ and $\sum_{i=1}^{n} \lambda_i = 1$. The solution of the weighted problem is weakly Pareto optimal. The final solution is Pareto optimal if $\lambda_i > 0$, for all $i \in [1, n]$ or the solution is unique [555]. Figure 4.10 illustrates the linear aggregation method for a biobjective problem. A weight vector is defined by a hyperplane in the objective space (a line for a bicriteria problem). Generating of the Pareto optimal solution is reduced to find the point where the hyperplane has a common tangent with the feasible space (point $x$ in the figure minimizing the objective functions). A Pareto optimal solution is always on the border of the feasible objective space. The main drawback of this method is that it generates only supported solutions. In Fig. 4.10b, characterized by a nonconvex Pareto border, only the solutions $y$ and $z$ can be generated. No matter how the weights are initialized, all other Pareto optimal solutions between the points $y$ and $z$ cannot be found. Then, for MOPs with a concave Pareto front, the decision maker will have a misleading information of the Pareto front.

If the various objectives are not in the same scale, a normalization of the objectives must be realized. For instance, one can transform the previous equation in the form

$$F(x) = \sum_{i=1}^{n} \lambda_i \frac{f_i(x) - f_i^{\min}}{f_i^{\max} - f_i^{\min}}$$

(4.5)

where $f_i^{\max}$ and $f_i^{\min}$ represent the upper and lower bounds of the different objectives $f_i$.

Once a weighted function is defined, the problem is reduced to a classical monoobjective problem. Hence, any metaheuristic (S-metaheuristic or P-metaheuristic) described in the previous chapters can be designed to solve the problem (e.g., ant colonies [403], tabu search [64]) [273,661]. The obtained results in the resolution of the problem (MOP$_\lambda$) depend strongly on the parameters chosen for the weight vector $\lambda$. Different strategies may be applied:

- **A priori single weight:** This strategy consists in defining the weights $\lambda_i$ to be selected according to the preferences of a decision maker. This is possible when the decision maker has a utility function that is linear. The advantage of this approach is the generation of only one solution and thus do not require any
interaction with the decision maker. However, finding a good weight is a difficult task for the decision maker. The solution found could be not acceptable. Defining the weights may be a misleading task for those who think that they represent the relative importance of the objective functions [618,667]. Nevertheless, due to its simplicity, this approach has been largely used in the literature using different metaheuristics, such as genetic algorithms [353,407,425,736,834], simulated annealing [286,695,788], and tabu search [172].

- **A priori multiple weights:** In this approach, various weight vectors are generated. The problem (MOP$_{\lambda}$) is solved in parallel and independent ways for the different vector weights (e.g., particle swarm optimization [61]). Various weights may provide different supported solutions. However, the same solution can be generated by using different weights. An automatic way to generate the weights to obtain different Pareto solutions may be found in Refs [121,722]. A uniformly distributed set of weights does not produce necessarily a uniform distribution of Pareto optimal solutions in the objective space [177]. Moreover, for some problems, a small change in the weights can generate completely different solutions in the objective space.

- **Dynamic multiple weights:** In this approach, the weights are varied during the search to approximate the Pareto front. The search memory is not used to update the weights. For instance, the weights can be updated randomly during the search (e.g., in evolutionary algorithms [404]).

- **Adaptive multiple weights:** In this approach, the weights are varied according to the search memory of a metaheuristic (e.g., particle swarm optimization [605]).

**Example 4.4 Self-adaptive weights.** In evolutionary algorithms, the representation of the solution may include the weights of each objective in addition to the solution of the problem [353]. Hence, the weights evolve during the search. The advantage of this approach is that it encourages the diversity of the weights used in the population through self-adaptation. The goal of this approach is to generate, in a parallel way, a set of Pareto optimal solutions corresponding to various selected weights.

**Example 4.5 Scalarized S-metaheuristics.** S-metaheuristics are mainly used in scalar approaches to solve MOPs:

- **Simulated annealing:** One of the first attempts to use simulated annealing to solve MOPs was presented in Ref. [695]. At present, there are many proposals in the literature [130,447]. Weighted metrics are used to aggregate the objectives into a single score to be used in the acceptance function. Most of these algorithms do not have a population, but they use an archive to store the nondominated solutions discovered during the search process. Another precursor-scalarized simulated annealing is the MOSA (multiobjective simulated annealing) algorithm [785].

- **Tabu search:** The MOTS (Multiobjective Tabu Search) algorithm is one of the first scalar approaches adapted to tabu search [358]. The algorithm works with a set of solutions that, through manipulation of weights, are optimized toward the nondominated frontier, while at the same time it tries to disperse them over the
4.4.1.2 Weighted Metrics In this approach\(^\text{13}\), the decision maker must define the reference point \( z \) to attain. Then, a distance metric between the referenced point and the feasible region of the objective space is minimized. The aspiration levels of the reference point are introduced into the formulation of the problem, transforming it into a monoobjective problem. For instance, the objective function can be defined as a weighted norm that minimizes the deviation from the reference point. Using the \( L_p \)-metric, the problem can be formulated in the following way:

\[
\text{(MOP}(\lambda, z) \begin{cases} 
\min \left( \sum_{j=1}^{n} \lambda_j |f_j(x) - z_j|^p \right)^{\frac{1}{p}} \\
\text{s.c. } x \in S 
\end{cases} \tag{4.6}
\]

where \( 1 \leq p \leq \infty \) and \( z \) is the reference point.

The obtained solutions depend on the used metric. Generally, \( p \) is equal to 2, which corresponds to the Euclidean metric. Problem 4.6 generates a Pareto optimal solution if the solution is unique or all the weights are strictly positive. As for the weighted method, the convexity property is needed to guarantee that every Pareto optimal solution can be generated. If \( p = \infty \), the equation becomes a min–max function (weighted Tchebycheff problem):

\[
\text{(MOP}(\lambda, z) \begin{cases} 
\min \max_{j \in [1,n]} [\lambda_j(f_j(x) - z_j)] \\
\text{s.c. } x \in S 
\end{cases} \tag{4.7}
\]

If the reference point \( z \) represents the ideal vector, the absolute values may be ignored. Problem 4.7 generates a weak Pareto optimal solution for all positive weights and has at least one Pareto optimal solution [555]. By changing the weights and using the ideal point as a reference point, any Pareto optimal solution can be generated. An arbitrary selection of the reference point cannot be carried out, since a bad choice of the reference point can lead to a solution that is not Pareto optimal. To avoid the weakly Pareto optimal solution in solving the problem 4.7, an augmented Tchebycheff problem may be used to give a slight slope to the contours of the feasible objective space [722]:

\[
\text{(MOP}(\lambda, z) \begin{cases} 
\min \max_{j \in [1,n]} [\lambda_j(f_j(x) - z_j)] + \rho \sum_{j=1}^{n} (f_j(x) - z_j) \\
\text{s.c. } x \in S 
\end{cases} \tag{4.8}
\]

where \( \rho \) is a small positive value.

\(^{13}\)Also called compromise programming
Example 4.6 Compromise programming using metaheuristics. As the problem is transformed to a monoobjective optimization problem, any metaheuristic (S-metaheuristic or P-metaheuristic) can be used to solve this class of problems. For instance, one can use

- **Genetic algorithms**: Evolutionary algorithms have been largely used to solve the weighted metrics formulation of MOPs [678,816]. A min–max function comparing the relative deviations according to attainable minima (ideal vector) may be used [141,143]. Let us consider the function objective $f_i$, where the deviation can be calculated in the following way:

$$z_i'(x) = \frac{|f_i(x) - f_i^0|}{|f_i^0|}$$

(4.9)

where

$$z_i''(x) = \frac{|f_i(x) - f_i^0|}{|f_i(x)|}$$

(4.10)

Suppose that $\forall X, f_i(x) \neq 0$. The function to be optimized is

$$F(x) = \sum_{i=1}^{n} \lambda_i | \frac{f_i(x) - f_i^0}{\alpha_i} |$$

(4.11)

where $\alpha_i = f_i^0$ or $f_i(x)$, $n$ represents the number of objectives, and $\lambda_i$ represents the weights associated with the aggregation function. The user provides several sets of weight $\lambda_i$. A weighted GA is executed in which each GA solves the optimization problem with the associated aggregation. A selection procedure, based on the paradigm of the fuzzy logic, may also be used [640,641]. The calculation of a utility function $F$ is based on fuzzy rules:

$$F = \frac{1}{n} \sum_{i=1}^{n} f'(f_i)$$

(4.12)

where $f'$ represents the set of fuzzy rules. It can be defined as follows:

$$\begin{align*}
\text{If } f_i & \leq (O_i - E_i), \text{ then } f'(f_i) = \left( \frac{S_{\min}}{\max (0, |O_i - E_i|)} \right) (f_i - (O_i - E_i)) \\
\text{If } (O_i - E_i) & \leq f_i \leq (O_i + E_i), \text{ then } f'(f_i) = 0 \\
\text{If } f_i & \geq (O_i + E_i), \text{ then } f'(f_i) = \left( \frac{S_{\max}}{\max (0, |O_i + E_i|)} \right) (f_i - (O_i + E_i))
\end{align*}$$

(4.13)

where $O_i$ is the goal associated with each objective, $E_i$ is the acceptable error for $O_i$, $S_{\min}$ is the scale factor for the values lower (or higher) than the accepted value, $f_{\min}$ is the lower (or upper) bound for each objective. Figure 4.11 illustrates
these rules. This approach allows the uncertain calculation of each objective with a tolerance threshold level equal to $O_i$.

- **Simulated annealing:** For instance, simulated annealing was used to solve a biobjective traveling salesman problem with the following acceptance function [695]:

$$
P_{xy}(T) = \min \left( 1, e^{\max_i (\lambda_i (f_i(x) - z_i) - \min_j (\lambda_j (f_j(y) - z_j)))} \right)$$  \hspace{1cm} (4.14)

where $x$ is the current solution, $y$ is the solution generated from $x$ neighborhood, the norm used is the Tchebycheff norm $L_\infty$, and $z_i$ is the reference value. The weights $\lambda_1$ and $\lambda_2$ are initialized to 1, and for each iteration, a random number, generated in the interval $[-0.05, +0.05]$, update the two weights. This allows a small variation of the weights during the search, and thus the determination of several Pareto optimal solutions.

- **Tabu search:** A traditional tabu search may be used to solve the weighted metrics formulation of a MOP, except for the determination of the best neighbor [294]. The selected solution is represented by the best compromise among all the solutions of the neighborhood that are not in the tabu list. To determine this solution, a distance measure is introduced so that the neighbor accepted “satisfies” all the objective functions. The cost function used to select the best neighbor is a balanced standard (Tchebycheff $L_p$ standard) compared to the ideal vector. Throughout this process, $M$ solutions are archived. Every solution, accepted during the tabu search process, is compared with the $M$ archived solutions. If one or more solutions are dominated, they are eliminated from this set and replaced by new ones (that are not dominated). Finally, a solution is proposed, which represents the best compromise among the
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4.4.1.3 Goal Programming It is one of the oldest and most popular methods dealing with MOPs [123]. The decision maker defines aspiration levels \( \tau_i \) for each objective \( f_i \), which define the goals \( f_i(x) \leq \tau_i \). Then, the deviations \( \delta_j \) associated with the objective functions \( f_i \) are minimized. One of the classical variants of the method is the weighted goal programming approach, where the deviation from the aspiration levels is minimized as follows:

\[
\text{(MOP(\tau))} \quad \begin{cases} 
\min \left( \sum_{j=1}^{n} \lambda_j \delta_j \right) \\
\text{s.c. } f_j(x) - \delta_j \leq \tau_j, \quad j \in [1, n] \\
\delta_j \geq 0, \quad j \in [1, n] \\
x \in S
\end{cases}
\]  

(4.15)

where \( \delta_j \) represents the deviation variables \( \delta_j = \max(0, f_j(x) - \tau_j) \).

The solution found is Pareto optimal if the aspiration levels form a Pareto optimal reference point or all the deviation variables \( \delta_j \) are strictly positive. For instance, if the aspiration levels form a feasible solution, then the obtained solution is equal to the reference point. The popularity of goal programming is due to the fact that the goals are easy to define by the decision maker.

4.4.1.4 Achievement Functions Achievement functions have been introduced by Wierzbicki [817]. Unlike the previous methods where the reference point must be chosen carefully (e.g., ideal point), an arbitrary reference point \( \bar{z} \) can be selected in the objective space (feasible or nonfeasible). Then, the following scalarization function is optimized:

\[
\text{(MOP}(\lambda, z)\text{)} \begin{cases} 
\min \max_{j \in [1, n]} [w_j(f_j(x) - \tau_j)] + \rho \sum_{j=1}^{n} (f_j(x) - \tau_j) \\
\text{s.c. } x \in S
\end{cases}
\]  

(4.16)

where \( w_j \) are normalizing factors. For instance, they can be initialized as \( w_j = 1/(\bar{z}_{0\text{ideal}} - \bar{z}_{0\text{ideal}}) \).

A Pareto optimal solution is produced for each location of the reference point. Different Pareto optimal solutions may be generated by using various reference points. Without using the augmentation factor, weakly Pareto optimal solutions are generated.

4.4.1.5 Goal Attainment The goal attainment method constitutes another approach that is based on the preference specification of the intermediary of a goal to reach. In this approach, a weight vector \( (\lambda_1, \lambda_2, \ldots, \lambda_n) \) and the goals \( \tau_1^*, \tau_2^*, \ldots, \tau_n^* \) for
all the objectives have to be chosen by the decision maker. To find the best compromise solution $x^*$, the following problem is solved:

$$
\begin{align*}
\min & \quad \alpha \\
\text{s.c.} & \quad x \in S \\
f_i(x) & \leq z_i^* + \alpha \lambda_i, \quad i = 1, \ldots, n \\
\sum_{i=1}^{n} \lambda_i & = 1
\end{align*}
$$

where $\alpha$ is a scalar variable. If a weight $\lambda_i$ is null, the maximum limit of the objective $f_i(x)$ is $z_i^*$. The advantage of this model compared to the weighted metrics method is that the function is differentiable\(^{14}\) and can be solved using gradient-based algorithms.

The set of Pareto optimal solutions can be generated by varying the weights $\lambda_i$, either for convex and nonconvex MOPs [129]. The approach is illustrated in Fig. 4.12. The vector $b$ represents the goal determined by the decision maker, who also chooses the direction vector $\lambda$. The direction of the vector $b + \alpha \lambda$ can be determined, and the problem consists in finding a feasible solution in the objective space, as closed as possible to the origin and in the direction of the vector $b + \alpha \lambda$. If this solution exists, it is necessarily Pareto optimal.

The optimal value of $\alpha$ indicates if the goals are attainable. A negative $\alpha$ value implies that the goals are attainable. If not ($\alpha > 0$), the goal is not attainable. The formulated problem can be solved by using any metaheuristic (e.g., genetic algorithms [820]).

\(^{14}\)If all the original objective functions were also differentiable.
The major drawback of this method is the possible absence of the selection pressure of the generated solutions. For instance, if there are two solutions that have the same value for one objective and different values for the other objective, they have the same fitness. The search algorithm cannot differentiate them in the problem resolution.

**4.4.1.6 \( \epsilon \)-Constraint Method**

In the popular \( \epsilon \)-constraint, the problem consists in optimizing one selected objective \( f_k \) subject to constraints on the other objectives \( f_j, j \in [1, n], j \neq k \) of a MOP. Hence, some objectives are transformed into constraints. The new considered problem may be formulated as follows [351]:

\[
(MOP_k(\epsilon)) \quad \begin{cases}
\min f_k(x) \\
x \in S \\
s.t. f_j(x) \leq \epsilon_j, \quad j = 1, \ldots, n, \ j \neq k
\end{cases}
\]  

(4.18)

where the vector \( \epsilon = (\epsilon_1, \ldots, \epsilon_{k-1}, \epsilon_{k+1}, \ldots, \epsilon_n) \) represents an upper bound for the objectives. Thus, a monoobjective problem (objective \( f_k \)) subject to constraints on the other objectives is solved. Figure 4.13 illustrates the \( \epsilon \)-constraint method for a biobjective problem, by minimizing the function \( f_2 \) and adding the constraint \( f_1(x) \leq \epsilon_1 \).

The solution of the problem is always weakly Pareto optimal. An optimal solution \( x^* \) of the problem is Pareto optimal if it is unique or it solves the problem for every \( k \in [1, n] \) where \( \epsilon_j = f_j(x^*) \) for \( j \in [1, n], \ j \neq k \) [555]. Unlike the weighted method, this method works for nonconvex MOPs; it can generate the nonsupported solutions (i.e., solutions in a concave region of the objective space).

Various values of \( \epsilon_i \) can be used to be able to generate various Pareto optimal solutions. The *a priori* knowledge of the suitable intervals for the \( \epsilon_i \) values is necessary for all the objectives and may constitute a difficult task. Obtaining information on the range of the different objective functions may be useful in the generation of the
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**FIGURE 4.13** \( \epsilon \)-Constraint method. According to the constraints associated with \( f_1 \leq e_1, \ldots, f_1 \leq e_5 \), the Pareto solutions \( x, y, \) and \( z \) are obtained.
upper bounds $\epsilon_i$ associated with the constraints. For instance, the ideal vector may be computed to determine the lower limits, to be able to define the adequate values for $\epsilon_i$ (nonempty feasible region). Thus, one will have

$$\epsilon_i \geq f_i(x^*) \quad i = 1, 2, k - 1, k + 1, n \quad (4.19)$$

An automatic way to generate a set of constraints may be found in Ref. [121]. If an \textit{a priori} method is used, it would be easier for the decision maker to specify the upper bounds than the weights for the aggregation method.

**Example 4.7 $\epsilon$-Constraint metaheuristics.** As for any scalar method, the $\epsilon$-constraint model has been solved with different metaheuristics (e.g., tabu search [438]). For instance, several evolutionary algorithms have been designed to solve $\epsilon$-constraint MOP [796]. For instance, an evolutionary algorithm can be carried out several times with various values of the vector $\epsilon$, to generate various Pareto optimal solutions [659].

An EA in which the $\epsilon$-vector values are generated in a different manner into the individuals may also be used [514,515]. Let us consider a biobjective problem, the associated thresholds of the individuals 1 and $k$ will be initialized respectively to the minimal threshold $\epsilon_{\text{min}}$ and the maximum threshold $\epsilon_{\text{max}}$. The threshold associated with the individual $i$ of the population will take the following form:

$$\epsilon_i = \epsilon_{\text{min}} + \frac{(i - 1) \cdot (\epsilon_{\text{max}} - \epsilon_{\text{min}})}{(k - 1)} \quad (4.20)$$

where $k$ represents the population size.

The generation of several solutions requires multiple executions of the algorithm with various constraints, which is an expensive exercise in terms of computation time. There exists a relation between the model based on aggregation and the model based on the $\epsilon$-constraint method.

**Theorem 4.1** Suppose that $S$ and $f$ are convex. If, for some $k$, $x^*$ is solution of $\text{MOP}_k(\epsilon)$, then there exists $\lambda$ such as $x^*$ is solution of $\text{MOP}_{\lambda}$, and inversely [121].

Several hybridization of scalar methods may be used. An example of such hybrid models is the combination of the aggregation model $\text{MOP}_\lambda$ and the $\epsilon$-constraint model $\text{MOP}_\epsilon(\epsilon)$:

$$\text{(MOP}(\lambda, \epsilon)) \quad \begin{cases} 
\min F(x) = \sum_{i=1}^{n} \lambda_i f_i(x) \\
\text{s.c. } x \in S \\
f_j(x) \leq \epsilon_j, \quad j = 1, \ldots, n 
\end{cases} \quad (4.21)$$

**Analysis of scalar methods:** The transformation of a multiobjective problem into a single-objective problem requires \textit{a priori} knowledge on the considered problem.
that is not always available. This type of approach proved highly successful in practice due to its simplicity and its relatively low computational cost. The optimization of a monoobjective problem can guarantee Pareto optimality of the obtained solutions, but naturally finds only one solution. Hence, there is a loss of diversity of the obtained solutions. In practical situations, the decision makers generally need several alternatives. Indeed, if the objectives are disturbed or if data are uncertain, these methods are not effective. They are also sensitive to the landscape of the Pareto front (e.g., convexity, discontinuity). The other drawback of these methods is their sensitivity to the selected weights, the constraints, and the reference points. The obtained solutions depend strongly on these parameters. For several situations, various parameters are used; then the problem must be solved several times to find several Pareto optimal solutions. Thus, the computational cost associated will be more significant. Indeed, repetitive runs do not guarantee to find distinct Pareto optimal solutions. The following sections provide how to overcome the difficulties presented previously.

4.4.2 Criterion-Based Methods

In this class that is mainly based on P-metaheuristics, the search is carried out by treating the various noncommensurable objectives separately. Few studies belonging to this class exist in the literature. Among them one can find the parallel selection in evolutionary algorithms, parallel pheromone update in ant colony optimization, and lexicographic optimization.

4.4.2.1 Parallel Approach

In this approach, the objectives are handled in parallel. P-metaheuristics may be transformed easily to parallel criterion-based multiobjective optimization algorithms. Indeed, the generation of new solutions will be carried out independently according to the objectives.

**Example 4.8 Parallel selection in evolutionary algorithms.** The first historical work consisting in using nonscalar EAs to solve MOPs has been proposed by Schaffer [682]. The developed algorithm, named VEGA (vector evaluated genetic algorithm), selects the individuals from the current population according to each objective, independently from the other ones. At each generation, the population is divided into a number of subpopulations that is equal to the number of objectives to optimize. Each subpopulation \( i \) is selected according to the objective \( f_i \). The VEGA algorithm composes the entire population, and applies the classical steps of an EA (mutation, crossover, replacement) (Fig. 4.14).

As this algorithm randomly assigns the individuals to the subpopulations for each generation, an individual can be evaluated differently according to the selected objective, from one generation to another. The analysis of VEGA algorithm indicates that its behavior is more or less similar to an algorithm carrying out a linear aggregation; the results correspond to a weighted combination of the objectives with variable weights, according to the distribution of the individuals of the current population [656]. In spite
of this effect, the VEGA algorithm provides good results in the search of Pareto optimal solutions in solving continuous MOP. However, there is a certain tendency to be unaware of the “compromised” solutions, and the nonsupported solutions cannot be generated. Indeed, there is a bias toward the best individuals regarding the objectives (i.e., extreme solutions).

**Example 4.9 Parallel criterion-based P-metaheuristics.** In population-based metaheuristics such as particle swarm optimization, ant colonies, evolutionary algorithms, and scatter search, the parallel approach involves several subpopulations solving single-objective problems. Then, the subpopulations exchange some information (e.g., solutions) to produce trade-offs among the different solutions previously generated for the objectives that were separately optimized. For instance, this approach has been used for particle swarm optimization in which the information exchanged is the global best particles of the subswarms [133, 604].

In criterion-based parallel ant colony optimization, one ant colony is tackling each objective (e.g., ANT-Q algorithm [529], P-ACO [213]). Hence, a pheromone matrix will be associated with a given objective of the MOP [49, 131]. Cooperation between colonies may be performed by exchanging information through pheromone updating [292].

### 4.4.2.2 Sequential or Lexicographic Approach
In this traditional approach, the search is carried out according to a given preference order of the objective defined by the decision maker. This order defines the significance level of the objectives [264]. Let us suppose that the objective indices of the functions also indicate their priority; the function $f_1$ has the greatest priority. Then, a set of monoobjective problems are solved in a sequential manner. The first solved problem will be formulated in the following way:

$$\operatorname{Min} f_1(x), \; \text{s.t.} \; X \in S$$  \hspace{1cm} (4.22)

**FIGURE 4.14** Parallel selection in the VEGA evolutionary algorithm.
If the problem associated with the most significant objective function has a unique solution, the search provides the optimal solution found $x_1^*$ and stops. Otherwise, the problem associated with the second most significant objective function is solved, including the constraint that the most significant objective function preserves its optimal value (i.e., an equality constraint is associated with the already optimized functions). The second problem treated would be

$$\text{Min } f_2(x), \text{ s.t. } X \in S, \text{ with } f_1(x) = f_1(x_1^*)$$

(4.23)

The same stopping criteria and process are iterated until the treatment of the function $f_n$. Figure 4.15 illustrates the course of this procedure in the case of a biobjective problem.

The solution obtained with lexicographic ordering of the objective is Pareto optimal. A relaxation may be applied to the constraint regarding the previous objective functions. For instance, a small decrease in the performance of the most significant objective functions may be allowed to obtain trade-off solutions.

**Example 4.10 Lexicographic metaheuristics.** As for any scalar method, the lexicographic approach has been experimented with different metaheuristics [159,169]:

- **P-metaheuristics:** For instance, several genetic algorithms [142] and particle swarm optimizers [391] were used to solve MOPs in a lexicographic manner. In genetic algorithms, a lexicographical selection is performed. The lexicographical selection is carried out by comparing pairs of individuals; each pair of individuals is compared according to the objective with the highest priority level [282]. If the result is the same for the first priority objective, then the objective with the second
priority level is used, and so on. The same approach based on a lexicographical selection may be used in any evolutionary algorithm (e.g., evolution strategies [488]). Instead of a deterministic ordering, a predetermined probability distribution may be used for the objectives. The individuals are compared according to an objective, which is selected in a random way, following the predetermined probability.

- **S-metaheuristics:** S-metaheuristics are also naturally adapted to solve lexicographic models of MOPs. For instance, tabu search may be used to solve a succession of monoobjective subproblems under several constraints [373]. In each subproblem, one objective is considered, following the relative importance of the objective (lexicographic order). In fact, the tabu search seeks for a good solution for the most significant function. Then, the second function, in the relative order of importance, is optimized, while having an additional constraint to deteriorate as less as possible the value obtained for the first objective function (application of a threshold). This process is reiterated for each function. This approach was tested for biobjective problems. The problem \((\text{MOP}_q)\) solved with the stage \(q = 1, \ldots, n\) is

\[
\begin{aligned}
\text{f}_q^* = \min \text{f}_q(x) \\
\text{subject to } \text{f}_r(x) \leq \text{f}'_r \quad r = 1, \ldots, q - 1 \\
x \in S
\end{aligned}
\]  

where \(\text{f}'_r\) is the threshold applied to the ideal value \(\text{f}_r\), calculated from the optimum \(\text{f}_r^*\) of the MOP, problem, plus one maximum value of deterioration, accepted for the objective \(\text{f}_r\). The relative importance of each objective can be checked by changing the threshold value.

### 4.4.3 Dominance-Based Approaches

The dominance-based approaches use the concept of dominance in the fitness assignment, contrary to the other approaches that use a scalarization function or treat the various objectives separately. This idea was introduced initially into GAs by Goldberg [328]. The main advantage of dominance-based approaches is that they do not need the transformation of the MOP into a monoobjective one. In a single run, they are able to generate a diverse set of Pareto optimal solutions and Pareto solutions in the concave portions of the convex hull of feasible objective space.

Since the beginning of the nineties, interest concerning MOPs area with Pareto approaches always grow. Most of Pareto approaches use EMO algorithms. One can mention the commonly used ones: NSGA-II (nondominated sorting genetic algorithm), and SPEA2 (strength Pareto evolutionary algorithm). Many other competent EMOs have been developed, such as multiobjective messy GA, MOMGA [795], and neighborhood constraint GA [515]. P-metaheuristics seem particularly suitable to solve MOPs, because they deal simultaneously with a set of solutions that allow to find several members of the Pareto optimal set in a single run of the algorithm. Moreover, Pareto P-metaheuristics are less sensitive to the shape of the Pareto front (continuity, convexity).
Our concern here is to design a fitness assignment procedure to guide the search toward the Pareto border. Ranking methods are usually applied to establish an order between the solutions. This order depends on the concept of dominance and thus directly on Pareto optimality. Most of these fitness assignment procedures have been proposed in the EMO community. The most popular dominance-based ranking procedures are as follows (see Fig. 4.16) [843]:

- **Dominance rank:** In this strategy, the rank associated with a solution is related to the number of solutions in the population that dominates the considered solution [276]. This strategy was first employed in the MOGA algorithm (multiobjective genetic algorithm) [276]. In the MOEA algorithm, the fitness of a solution is equal to the number of solutions of the population that dominate the considered solution, plus one.

- **Dominance depth:** The population of solutions is decomposed into several fronts. The nondominated solutions of the population receive rank 1 and form the first front $E_1$. The solutions that are not dominated except by solutions of $E_1$ receive rank 2; they form the second front $E_2$. In a general way, a solution receives the row $k$ if it is only dominated by individuals of the population belonging to the unit $E_1 \cup E_2 \cup \cdots \cup E_{k-1}$. Then, the depth of a solution corresponds to the depth of the front to which it belongs. For instance, this strategy is applied to the NSGA-II algorithm [197].

- **Dominance count:** The dominance count of a solution is related to the number of solutions dominated by the solution. This measure can be used in conjunction with the other ones. For instance, in the SPEA algorithm family, the dominance count is used in combination with the dominance rank [845,848].

Since a single value fitness (rank) is assigned to every solution in the population, any search component of a monoobjective metaheuristic can be reused to solve MOPs. For instance, the selection mechanism in EAs can be derived from the selection mechanisms used in monoobjective optimization. The interest of Pareto-based fitness assignment, compared to scalar methods, is that they evaluate the quality of
a solution in relation to the whole population. No absolute values are assigned to solutions.

Example 4.11 An efficient algorithm for biobjective NSGA ranking. The computation of the dominance depth is time consuming (Fig. 4.17). The intuitive algorithm has a $O(N^3)$ complexity, with $N$ the number of solutions. An algorithm in $O(N^2 \times \log(N))$ has been designed [200]. Sorting the solutions according to one objective allows the design of an efficient algorithm for the biobjective case [57] (see Algorithm 4.1). Figure 4.18 illustrates the effectiveness of the algorithm for biobjective NSGA ranking. The algorithm is divided into two parts. The first part consists in sorting the solutions with an algorithm such as quick sort. The complexity of this sorting algorithm is in $O(N \times \log(N))$. In the second part of the algorithm, the population is explored to extract nondominated solutions. Then this exploration

Algorithm 4.1 A biobjective NSGA ranking algorithm.

```
Sorting: Sort the solutions according to the first objective $f_1$;
If two solutions are equal regarding $f_1$ sort them according to $f_2$;
Initialization of the rank: $r_k = 1$;
While all the solutions are not treated Do
    Let $s_c$ be the first non-treated solution;
    $R_{i,s_c} = r_k$;
    For all non-treated solution $s_n$ Do
        If $s_n$ and $s_c$ have the same fitness Then $R_{i,s_n} = r_k$
        Else if $f_2(s_n) < f_2(s_c)$ Then $R_{i,s_n} = r_k$
        End if
        $s_c = s_n$;
    End For
    $r_k = r_k + 1$;
End While
```
is restarted with the remaining solutions. So, the maximum applied comparisons is in $O(N \times R_{km})$ with $R_{km}$ the maximum rank given to a solution. In the worst case, $R_{km}$ is equal to $N$. So the worst complexity of this part of algorithm is $O(N^2)$. However, in general, $R_{km}$ is small in comparison with the number of solutions and experiments show that the ratio between $R_{km}$ and $N$ becomes small when $N$ becomes great. So, the complexity of the algorithm is less than $O(N^2)$ and its average complexity is $O(N \times \log(N) + N \times R_{km})$.

Other dominance concepts may be used in the fitness assignment procedure such as the $\epsilon$-dominance concept. For instance, one can also use the following:

- **Guided dominance**: First, a weighted function of the objectives is defined [182]:

  $$\Omega_i(f(x)) = f_i(x) + \sum_{j=1, j \neq i}^{n} a_{ij} f_j(x), \quad i = 1, 2, \ldots, n$$

  A solution $x$ dominates another solution $y$, if $\Omega_i(f(x)) \leq \Omega_i(f(y))$ for all $i = 1, 2, \ldots, n$, and the strict inequality occurs at least for one objective.
(Fig. 4.19). Guided domination allows a larger region to become dominated by a single solution than the classical domination.

- **Fuzzy dominance**: The fuzzy dominance concept is based on a fuzzy logic pairwise comparison [247]. The probability of nondominance is related to the margins between the objectives values. The larger the margins, the more significant the probability of nondominance. Hence, the obtained Pareto front is defined with a fuzzy boundary.

- **Other domination concepts** such as cone dominance concept.

### 4.4.4 Indicator-Based Approaches

In indicator-based approaches, the search is guided by a performance quality indicator [842]. The optimization goal is given in terms of a binary quality indicator $I$ that can be viewed as an extension of the Pareto dominance relation. A value $I(A, B)$ quantifies the difference in quality between two approximated efficient sets $A$ and $B$. So, if $R$ denotes a reference set (which can be the Pareto optimal set $X^e$), the overall optimization goal can be formulated as

$$\arg \min_{A \in \Omega} I(A, R)$$

where $\Omega$ represents the space of all efficient set approximations.

The reference set $R$ does not have to be known, it is just required for the formalization of the optimization goal. Since $R$ is fixed, the indicator $I$ actually represents a unary function that assigns a fitness reflecting the quality of each approximation set.
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according to the optimization goal $I$. If the quality indicator $I$ is dominance preserving, $I(A, R)$ is minimum for $A = R$ [842]. Indicator-based multiobjective algorithms have several advantages:

- The decision maker preference may be easily incorporated into the optimization algorithm.
- No diversity maintenance; it is implicitly taken into account in the performance indicator definition.
- Small sensitivity of the landscape associated with the Pareto front.
- Only few parameters are defined in the algorithm.

Example 4.12 Indicator-based multiobjective evolutionary algorithm (IBEA).

The fitness assignment scheme of IBEA (indicator-based evolutionary algorithm) is based on a pairwise comparison of solutions contained in a population by using a binary quality indicator [842]. Indeed, several quality indicators can be used within IBEA (see Section 4.7.1). The binary additive $\epsilon$-indicator, inspired by the concept of $\epsilon$-dominance, is particularly well adapted to indicator-based search and seems to be efficient on different kinds of problems [54,842]. It is capable of obtaining both a well-converged and a well-diversified Pareto set approximation. This indicator computes the minimum value by which a solution $x_1 \in X$ can be translated in the objective space to weakly dominate another solution $x_2 \in X$. For a minimization problem, it is defined as follows:

$$I_{\epsilon_+}(x_1, x_2) = \max_{i \in \{1, \ldots, n\}} (f_i(x_1) - f_i(x_2))$$

Furthermore, to evaluate the quality of a solution according to a whole population $P$ and a binary quality indicator $I$, different approaches exist. For instance, an additive technique that amplifies the influence of solutions mapping to dominating points over solutions mapping to dominated ones that can be outlined as follows [842]:

$$I(P \setminus \{x\}, x) = \sum_{x^* \in P \setminus \{x\}} -e^{-\frac{\|I(x^*)\|}{\kappa}}$$

where $\kappa > 0$ is a scaling factor.

Algorithm 4.2 illustrates the template of the IBEA algorithm. The selection scheme in IBEA is a binary tournament between randomly chosen individuals. The replacement strategy is an environmental one that consists in deleting, one-by-one, the worst individuals and in updating the fitness values of the remaining solutions each time there is a deletion; this step is iterated until the required population size is reached. Moreover, an archive stores solutions mapping to potentially nondominated solutions, to prevent their loss during the stochastic search process.
Algorithm 4.2 Template of the IBEA algorithm.

**Input:** \( \alpha \) (pop. size), \( N \) (max. nb. of generations), \( \kappa \) (fitness scaling factor).

**Initialization:**
Generate an initial population \( P \) of size \( \alpha \); set the generation counter \( m \) to 0.

**Fitness assignment:**
Calculate fitness values of individuals in \( P \), i.e. for all \( x^1 \in P \) set:

\[
F(x^1) = \sum_{x^j \in P, x^j \neq x^1} e^{-I(x^j, x^1) / \kappa}
\]

**Environmental selection:**
Iterate the following 3 steps until the population size \( P \) does not exceed \( \alpha \):
- Choose an individual \( x^* \in P \) with the smallest fitness value, i.e.
  \[
  F(x^*) \leq F(x), \forall x \in P
  \]
- Remove \( x^* \) from the population;
- Update the fitness values of the remaining individuals, i.e.
  \[
  F(x) = F(x) + e^{-I(x^*, x) / \kappa}, \forall x \in P
  \]

**Termination test:**
If \( m \geq N \) or another stopping criterion is satisfied Then
Set \( A \) to the set of non-dominated individuals in \( P \); Stop.

**Mating selection:**
Perform binary tournament selection with replacement from \( P \) to \( P' \).

**Variation:**
Apply recombination and mutation operators to the mating pool \( P' \);
Add the resulting offspring to \( P \);
Increment the generation counter \( (m = m + 1) \); Goto fitness assignment step.

**Output:** \( A \) (Pareto set approximation).

4.5 DIVERSITY PRESERVATION

P-metaheuristics are reputed to be very sensitive to the choice of the initial population and the biased sampling during the search. Diversity loss is then observable in many P-metaheuristics\(^{15}\). To face this drawback related to the stagnation of a population, diversity must be maintained in the population. The fitness assignment methods presented previously tend to favor the convergence toward the Pareto optimal front. However, these methods are not able to guarantee that the approximation obtained will be of good quality in terms of diversity, either in the decision or objective space.

\(^{15}\)This phenomenon is called genetic drift in evolutionary algorithms.
Thus, diversity preservation strategies must be incorporated into multiobjective metaheuristics. In general, diversification methods deteriorate solutions that have a high density in their neighborhoods. As suggested in Ref. [843], the diversity preservation methods may be classified into the same categories used in statistical density estimation [704] (see Fig. 4.20).

### 4.5.1 Kernel Methods

Kernel methods define the neighborhood of a solution \( i \) according to a Kernel function \( K \), which takes the distance between solutions as the argument. For a solution \( i \), the distances \( d_{ij} \) between \( i \) and all other solutions of the population \( j \) are computed. The Kernel function \( K(d_{ij}) \) is applied to all distances. Then, the density estimate of the solution \( i \) is represented by the sum of the Kernel functions \( K(d_{ij}) \).

**Example 4.13 Fitness sharing.** Fitness sharing is the most popular diversification strategy in the evolutionary computation community [331]. It is a kernel method that has been widely used in multiobjective metaheuristics such as MOGA [276], NSGA [715], and NPGA [388].

Fitness sharing consists in degrading the fitness of individuals belonging to search regions with a high density of solutions. The degradation of the fitness of an individual is realized, thanks to a function \( sh \) called sharing function [331]. The new fitness \( f'(x) \) of an individual \( x \) is equal to the original fitness \( f(x) \) divided by the sharing counter \( m(x) \) (niche count) of the individual:

\[
f'(x) = \frac{f(x)}{m(x)}
\]

with \( m(x) = \sum_{y \in \text{pop}} sh(d(x, y)) \) where \( d(x, y) \) represents the distance between \( x \) and \( y \). The sharing function \( sh \) is defined as follows:

\[
sh(d(x, y)) = \begin{cases} 
1 - \frac{d(x, y)}{\sigma} & \text{if } d(x, y) < \sigma \\
0 & \text{otherwise}
\end{cases}
\]
DIVERSITY PRESERVATION

The constant $\sigma$ represents the nonsimilarity threshold (niche size), that is, the distances from which two individuals $x$ and $y$ are not considered as belonging to the same niche.

Three variants of sharing were developed, depending on how the sharing function is computed: distance in the decision space or the objective space. In general, fitness sharing is performed in the objective space. Indeed, the diversity in MOPs is mainly needed in the objective space. Hence, metaheuristics will have some difficulties in finding multiple Pareto solutions in MOPs where different Pareto optimal solutions in the decision space correspond to the same point in the objective space.

To overcome this problem, a combined sharing approach may be used. In combined sharing, the new fitness $f'(x)$ of an individual $x$ is

$$f'(x) = \frac{f(x)}{m(x)}$$

with

$$m(x) = \sum_{y \in \text{pop}} \text{sh}(d_d(x, y), d_o(x, y))$$

where $d_d(x, y)$ represents the distance between $x$ and $y$ in the decision space (the minimal number of mutations that must be applied to $x$ to obtain $y$) and $d_o(x, y)$ represents the distance between $x$ and $y$ in the objective space (the difference between the fitness of the two solutions on each objective). The sharing function $\text{sh}$ is defined as follows:

$$\text{sh} = \begin{cases} 
1 - \frac{d_d(x, y)}{\sigma_d} & \text{if } d_d(x, y) < \sigma_d \\
1 - \frac{d_o(x, y)}{\sigma_o} & \text{if } d_d(x, y) \geq \sigma_d \\
1 - \frac{d_d(x, y)d_o(x, y)}{\sigma_d\sigma_o} & \text{if } d_d(x, y) < \sigma_d \\
0 & \text{otherwise}
\end{cases}$$

The $\sigma_d$ and $\sigma_o$ parameters are respectively the niche sizes in the decision space and in the objective space. The effectiveness of the sharing principle depends mainly on these two parameters that must be set carefully. Indeed, diversification becomes inefficient with a low value of $\sigma$, but the convergence speed of the front becomes too small when this value is too high.
4.5.2 Nearest-Neighbor Methods

In the nearest-neighbor approach, the distance between a given solution $i$ and its $k$th nearest neighbors is taken into account to estimate the density of the solution. For instance, this approach is used in the SPEA2 algorithm [845], where the estimator is a function of the inverse of this distance.

Example 4.14 Nondominated sorting genetic algorithm (NSGA-II). One of the most popular evolutionary multiobjective algorithms is the NSGA-II algorithm. Individuals are ranked according to two criteria. First, the solutions are ranked using the nondominance concept; all nondominated solutions of the population are assigned to rank 1, then they are removed from the population. Iteratively, nondominated solutions are determined and assigned the rank 2. This process is iterated until the population is empty. Fig. 4.21a illustrates the results of this ranking procedure. Within a given rank, solutions are ranked again according to the crowding distance. The crowding distance is defined as the circumference of the rectangle defined by its left and right neighbors, and infinity if there is no neighbor. Figure 4.21b illustrates the concept of crowding. Solutions with high crowding distance are considered better solutions, as they introduce more diversity in the population. In Fig. 4.21b, the solutions $a$ and $d$ belonging to the rank 1 in terms of nondominance have the best score in terms of crowding. Then, follows the solutions $b$ and $c$. The rectangle associated with $c$ is the smallest one.

At each iteration of the algorithm, $p$ offsprings are generated, where $p$ is the population size. The replacement phase of the population works as follows: the old and offspring population are combined and ranked according to the two criteria: nondominance and crowding as shown above. The better half of the union of the two populations form the new population. A binary tournament selection is used, where two solutions are picked randomly from the population. First, the nondominance ranking is used to select the best individuals. If their rankings in terms of nondominance are equal, the crowding criteria are used to select the individual that give the largest crowding distance.

![FIGURE 4.21](image_url) Ranking method in NSGA-II.
4.5.3 Histograms

The histograms approach consists in partitioning the search space into several hypergrids defining the neighborhoods. The density around a solution is estimated by the number of solutions in the same box of the grid. For instance, this approach is used in the PAES (Pareto archived evolution strategy) algorithm [156]. The hypergrid can be fixed a priori (statically) or adaptively during the search with regard to the current population.

One of the most important issues in the diversity preservation approaches is the distance measure. Many metrics can be used. Moreover, the distance may be computed in the decision and/or objective space of the problem. In general, in MOPs, the diversity is preserved in the objective space. However, for some problems, a diversity in the decision space may be important in terms of decision making, and may also improve the search.

4.6 ELITISM

In general terms, elitism consists in archiving the “best” solutions generated during the search (e.g., Pareto optimal solutions). A secondary population, named archive, is used to store these high-quality solutions. First, elitism has been used to prevent the loss of the obtained Pareto optimal solutions. In this passive elitism strategy, the archive is considered as a separate secondary population that has no impact on the search process (Fig. 4.22a). Elitism will only guarantee that an algorithm has a monotonically nondegrading performance in terms of the approximated Pareto front. Then, elitism has been used in the search process of multiobjective metaheuristics (active elitism), that is, the archived solutions are used to generate new solutions (Fig. 4.22b). Active elitism allows to achieve faster and robust convergence toward the Pareto front for a better approximation of the Pareto front [545, 588, 846]. However, a care should be taken to be trapped by a premature convergence if a high-elitist pressure is applied to the generation of new solutions.

FIGURE 4.22 Elitism in multiobjective metaheuristics.
The archive maintains a set of “good” solutions encountered during the search. The strategy used in updating the archive (elite population) relies on size, convergence, and diversity criteria.

- **Size criteria:** A simple updating strategy consists in storing all Pareto solutions generated during the search (unbounded archive). For some MOP problems, the size of the Pareto set may be very large (infinite number of solutions in continuous MOPs) and then a maximum allowed size for the archive may be fixed. In that case, the convergence and the diversity criteria are used to update the archive.

- **Convergence criteria:** Any fitness assignment procedure may be used to update the archive (e.g., scalar function, dominance based, indicator based). The dominance-based approach is the most used approach, that is, only Pareto optimal solutions compose the archive. However, if the number of Pareto solutions is greater than the size of the archive, another criterion must be used, such as diversity criteria. Otherwise, relaxed forms of dominance may be used. For instance, the \( \epsilon \)-dominance concept can be used to update the archive [494]. It allows the reduction of both the archive size (i.e., bounded archive) and the computational time to update the archive. It consists in partitioning the objective space into a set of boxes of appropriate size \( \epsilon \). For each box, only one nondominated solution is retained (Fig. 4.23). Usually, the number of boxes is logarithmic with respect to the number of objectives. This concept can be destructive for problems where the number of feasible solutions is small.

- **Diversity criteria:** Any diversity preservation approach may be used to update the archive.

Other criteria may be used such as the age of solutions that represents the number of iterations the solution is present in the archive [670]. In general, a combination of both criteria (convergence and diversity) is carried out to update the archive.

![FIGURE 4.23 \( \epsilon \)-Dominance concept used in updating the archive. In the left figure, the classical dominance is used whereas in the right figure the \( \epsilon \)-dominance concept is used.](image-url)
Example 4.15  Elitism in multiobjective evolutionary algorithms. In evolutionary
algorithms, the elitism consists in maintaining a secondary population of individuals,
different from the current population, which allows to memorize all (or a subset of) the
Pareto optimal individuals found during all generations. The elitism is widely used in the
selection process. For instance, it consists in carrying out the selection of the individuals
as well from the current population as from the archive [545,602]. Then, the archive
takes part in the application of the genetic operators (e.g., mutation, crossover).

In SPEA2, the archive is exclusively used to generate new solutions. The algorithm
maintains a fixed number of Pareto solutions in a separate archive [846]. This elite
archive participates exclusively in the generation of the solutions and is used in the
fitness assignment procedure. A clustering algorithm is used to control the cardinality
of the archive by maintaining the diversity among the Pareto solutions of the archive.
The algorithm uses a density information and nearest-neighbor methods to guide the
search.

In the original SPEA algorithm, the fitness is assigned as follows. For each member
of the archive, a strength value proportional to the number of solutions this member
dominates is computed. Then, the fitness of a solution is obtained according to the
strength values of the archive’s individuals that dominate it (Fig. 4.24). Moreover, a
clustering algorithm is used to keep diversity. The three main aspects in which SPEA2
differ from SPEA are that it incorporates (i) a fine-grained fitness assignment strategy that
takes into account the number of individuals that a solution dominates and is dominated by;
(ii) a density estimation technique that leads the search process more precisely; and
(iii) an enhanced archive truncation method that ensures the preservation of boundary
solutions.

Example 4.16  Pareto-based elitist multiobjective particle swarm optimizers. Unlike in monoobjective optimization where a particle has a single leader (i.e., global best

![FIGURE 4.24](https://example.com/figure424.png)

**FIGURE 4.24**  Fitness assignment in the SPEA algorithm on a biobjective optimization prob-
lem. The external population members are shown by circles and the EA population members
are shown by crosses.
or local best); in the case of MOPs, each particle may have a set of different leaders from which just one can be selected to update its position [651]. The main issues in designing a multiobjective PSO are the selection and the update of the archive (i.e., leaders). In Pareto-based PSO, the fitness assignment of the leaders is based on the dominance concept. Using elitism, these leaders are stored in an external archive. Moreover, to encourage diversity in the decision and/or the objective space, the fitness assignment of the leaders may be based on density measure strategies that have been used in evolutionary algorithms:

- Nearest-neighbor density estimator [639]. The SPEA2 (resp. NSGA-II) fitness assignment strategy has been used in PSO [379] (resp. [504].
- Kernel density estimator [636,716].
- Histograms [103]. The \( \epsilon \)-dominance fitness assignment strategy has been used in PSO [567,703].

Then, any stochastic or deterministic selection mechanism (e.g., roulette wheel selection, tournament selection) can be used to select the leaders according to their fitness.

4.7 PERFORMANCE EVALUATION AND PARETO FRONT STRUCTURE

In this section, the performance evaluation of multiobjective metaheuristics and the characterization of the Pareto front structure are outlined.

4.7.1 Performance Indicators

With the rapid increase in the development of multiobjective approximate algorithms, the issue of performance assessment has become more and more important. As with monoobjective optimization, empirical performance evaluation mainly involves the quality of the solutions found and the computational resources to generate these solutions. In this section, the focus is on the quality assessment since the computational resources issue is similar to monoobjective optimization (see Section 1.7). Moreover, the statistical analysis of the results obtained by stochastic or deterministic multiobjective metaheuristics is similar to those obtained in monoobjective metaheuristics (see Section 1.7.2).

The major difficulty of multiobjective optimization assessment is that the output of the optimization process is not a single solution but a set of solutions representing an approximation of the Pareto front. To evaluate the performances of different multiobjective metaheuristics, one needs to compare sets of solutions forming nondominated sets (Fig. 4.25).

Various metrics for nondominated sets have been suggested, but there exists no generally accepted standard for performance evaluation. Quality indicators may be classified using different properties.
• **Unary indicators/binary indicators:** Unary indicators assign to each approximated Pareto front a scalar value: $I : \Omega \rightarrow \mathbb{R}$ (e.g., generational distance measure, hypervolume $I_H$) that represents its quality. Some combinations of unary measures can also be used (e.g., average distance to the exact Pareto front, diversity of the obtained Pareto front, and the number of solutions in the approximation [795]). Such combinations may lose important quality information. Unary indicators (or their combination) have some theoretical limitations [233]. There exists no unary indicator that is able to indicate whether an approximation $A$ is better than an approximation $B$. A single unary performance measure cannot adequately determine the best approximation, as both aspects of convergence and diversity cannot be measured by a single performance metric [233]. In binary indicators, a measure is related to two approximations $A$ and $B$ (e.g., $\epsilon$-quality measure): $I : \Omega \times \Omega \rightarrow \mathbb{R}$ [360]. Binary performance metrics are better measures for comparing two approximations. Most of the unary indicators may be generalized to binary ones (e.g., hypervolume $I_H(A, B)$, $\epsilon$-indicator).

• **Known Pareto optimal set/unknown Pareto optimal set:** If the exact Pareto set is known, some specific quality indicators may be used [785]. Indeed, the availability of the exact Pareto set allows the definition of good indicators in terms of convergence and diversity. However, in most real-life problems, the exact Pareto set cannot be known.

• **Parameter less/additional parameters:** Some quality indicators need the definition of some parameters (e.g., ideal point, nadir point, reference set, reference front). For instance, some approaches need a reference point (e.g., hypervolume) or a reference set (e.g., $\epsilon$-indicator) to evaluate an approximation front.
The reference point or set may be obtained by another optimization algorithm or defined by the user; it will serve as the relative performance indicator.

Other properties for performance indicators exist, such as cycle inducing, scaling dependence, and monotonicity [468]. An indicator $I$ is monotonic, iff $\forall A, B \in \psi : A \succeq B \Rightarrow I(A) \geq I(B)$, where $\psi$ is the set of all Pareto set approximations. This property can be extended to strict monotonicity: $\forall A, B \in \psi : A \prec B \Rightarrow I(A) > I(B)$.

In the following this sections, the quality indicators are presented following their complementary performance goals: convergence to the optimal Pareto front and diversity of solutions along the front. They are generally based on cardinality, distance, or volume measures. Indicators based on cardinality require a finite approximation of the Pareto set. Indicators based on distances are generally sensitive to the scale of the objectives. Therefore, the magnitudes of all objectives have to be normalized. Let us notice that the use of only one quality indicator is always unsatisfactory. At least one indicator must be chosen from each class of measures.

### 4.7.1.1 Convergence-Based Indicators

Convergence metrics evaluate the effectiveness of the solutions in terms of the closeness to the optimal Pareto front. Many convergence-based quality indicators have been proposed in the literature (e.g., contribution, error ratio, distance from reference).

**Contribution:** The contribution is a cardinality-based binary measure [545,746]. The contribution of an approximation $PO_1$ relatively to another approximation $PO_2$ is the ratio of nondominated solutions produced by $PO_1$ in $PO_1^*$, which is the set of Pareto solutions of $PO_1 \cup PO_2$. Let $PO$ be the set of solutions in $PO_1 \cap PO_2$. Let $W_1$ (resp. $W_2$) be the set of solutions in $PO_1$ (resp. $PO_2$) that dominate some solutions of $PO_2$ (resp. $PO_1$). Let $L_1$ (resp. $L_2$) be the set of solutions in $PO_1$ (resp. $PO_2$) that are dominated by some solutions of $PO_2$ (resp. $PO_1$). Let $N_1$ (resp. $N_2$) be the noncomparable solutions of $PO_1$ (resp. $PO_2$): $N_i = PO_i/(PO_i \cup W_i \cup L_i)$.

$$\text{Cont}(PO_1/PO_2) = \frac{\|PO_1\|}{\|PO_1^*\|} + \|W_1\| + \|N_1\|$$

Let us remark that $\|PO^*\| = \|PO\| + \|W_1\| + \|N_1\| + \|W_2\| + \|N_2\|$ and $\text{Cont}(PO_1/PO_2) + \text{Cont}(PO_2/PO_1) = 1$. Figure 4.26 illustrates the calculation of the contribution indicator, comparing two sets of solutions $PO_1$ and $PO_2$. Solutions of $PO_1$ (resp. $PO_2$) are represented by circles (resp. crosses). The obtained results are $\text{Cont}(PO_1, PO_2) = 0.7$ and $\text{Cont}(PO_2, PO_1) = 0.3$. The contribution metric measures the proportion of Pareto solutions given by each front. Using this metric, the results are easily interpreted. For instance, Contribution($A, B$) = 0.8 indicate that 80% of the solutions of the nondominated set of $A \cup B$ are provided by $A$, and then 20% provided by $B$. So, this value has to be greater than 0.5 to indicate that $A$ is better than $B$ in terms of convergence to the Pareto front.

---

16 The indicator is supposed to be maximized.
**Performace Evaluation and Pareto Front Structure**

\[ f_2 = f_1 \]
\[ W_1 = 4 \]
\[ W_2 = 0 \]
\[ N_1 = 1 \]
\[ N_2 = 1 \]

\[ P_0 = 4 \]
\[ P_0^* = 10 \]

**FIGURE 4.26** Computing the contribution between two Pareto fronts \( P_0 \) and \( P_0^* \). Cont(\( P_0 \), \( P_0^* \)) = 0.7 and Cont(\( P_0^* \), \( P_0 \)) = 0.3.

---

**Generational distance:** The generational distance \( I_{GD} \) computes the average distance between the approximated set \( A \) and a reference set \( R \) [795]. The reference set is generally represented by the exact Pareto front \( P^*_F \). At a given iteration \( t \), the distance between the two sets is averaged over the pairwise minimum distances:

\[
I_{GD}^t(A, R) = \left( \frac{\sum_{u \in A} (\min_{v \in R} \| F(u) - F(v) \|)^2}{|R|} \right)^{1/2}
\]

where the distance represents the Euclidean distance in the objective space. If the approximated front \( A \) is included in the reference set \( A \), the generational distance will be equal to 0.

The relative improvement in the search may be approximated by the generational convergence velocity \( I_{GCV}^t \) as follows [795]:

\[
I_{GCV}^t(A, R) = \ln \frac{I_{GD}^1(A, R)}{I_{GD}^t(A, R)^{1/2}}
\]

**\( \epsilon \)-Indicator:** The unary additive \( \epsilon \)-indicator \( I_{\epsilon+}^1 \), which is a distance-based indicator, gives the minimum factor by which an approximation \( A \) has to be translated in the objective space to weakly dominate the reference set \( Z_N^* \) [233]. \( I_{\epsilon+}^1 \) can be defined as follows (Fig. 4.27):

\[
I_{\epsilon+}^1(A) = I_{\epsilon+}(A, Z_N^*)
\]

where

\[
I_{\epsilon+}(A, B) = \min_{\epsilon \in \mathbb{R}} \{ \forall z \in B, \exists z' \in A : z'_i - \epsilon \leq z_i, \forall 1 \leq i \leq n \}
\]
A negative value for the indicator implies that the approximated set $A$ weakly dominates the reference set $Z^*_N$. The indicator is monotonic. The complexity of its calculation is relatively reduced, that is, $O(n.|A|.|Z^*_N|)$ where $n$ is the number of objectives.

If the optimal Pareto set $PO$ is known, one may use the following [785]:

- **Cardinality measure:** For instance, the proportion of solutions in the approximation set $A$ that belong to the optimal Pareto set $PO$:

$$I_p(A, PO) = \frac{|A \cap PO|}{|PO|}$$

- **Distance measure:** Such a measure may be the average Euclidean distance of the approximation $A$ to the optimal Pareto set $PO$:

$$I_{ad}(A, PO) = \frac{\sum_{u \in A} \min_{v \in PO} (\| F(u) - F(v) \|)}{|PO|}$$

### 4.7.1.2 Diversity-Based Indicators

Diversity indicators measure the uniformity of distribution of the obtained solutions in terms of dispersion and extension. In general, the diversity is researched in the objective space. Diversity measures are generally nonmonotonic and they involve a higher computational cost compared to convergence indicators; at least a quadratic complexity function of the size of the approximated set is obtained (Table 4.1). In these class of metrics, one can find spread, spacing, and the entropy.

- **Spread:** The spread indicator $I_S$ combines the distribution and cardinality to measure the dispersion of the approximated set $A$ [841]:

$$I_S = \frac{\sum_{u \in A} |\{u' \in A : \| F(u) - F(u') \| > \sigma\}|}{|A| - 1}$$

where $\sigma > 0$ is a neighborhood parameter. The closer is the measure to 1, the better is the spread of the approximated set $A$. 

**FIGURE 4.27** Computing the binary form of the $\varepsilon$-indicator $I_\varepsilon(A, B)$ between two solutions.
Extent: a metric taking into account the extent of the Pareto approximation $A$ may be defined as follows:

$$I_{ex}(A) = \left( \sum_{i=1}^{n} \max_{u,u' \in A} \| f_i(u) - f_i(u') \| \right)^{1/2}$$

where $\| \|$ is a metric distance (e.g., Euclidean distance).

Entropy: The entropy measure, originally used in information theory, is a natural indicator of diversity in a population [545, 746]. The objective space is partitioned into $\mu n$ equal-sized hypergrids (i.e., niches, clusters), each objective is divided into $\mu$ intervals. Each grid is a hypercube of dimension $n$; it is defined as the indifferent region, that is, the region where any two solutions are considered as equivalent. Then, the entropy indicator measures the dispersion of the solutions around these hypergrids. Let $PO_1$ and $PO_2$ be two sets of solutions, $PO^*$ be the set of Pareto solutions of $PO_1 \cup PO_2$, $N_i$ be the cardinality of solutions of $PO_1 \cup PO^*$ that are in the niche of the $i$th solution of $PO_1 \cup PO^*$. Let $n_i$ be the cardinality of solutions of $PO_1$ that are in the niche of the $i$th solution of $PO_1 \cup PO^*$. Let $\gamma = \sum_{i=1}^{Cd} (1/N_i)$ be the sum of the coefficients of each solution. The more concentrated is a region of the solution space, the lower is the coefficients of its solutions. Then, the following formula is applied to evaluate the entropy $E$ of $PO_1$, relatively to the space occupied by $PO^*$:

$$E(PO_1, PO_2) = -\frac{1}{\log(\gamma)} \sum_{i=1}^{Cd} \left( \frac{1}{N_i} \frac{n_i}{Cd} \log \frac{n_i}{Cd} \right)$$

This indicator may be generalized to a unary one. An approximation $A$ has a good diversity if every solution of $A$ belongs to a different hypergrid (i.e., maximal entropy equal to 1).

4.7.1.3 Hybrid Indicators Some quality indicators combine convergence and diversity measures (e.g., hypervolume, R-metrics).

Hypervolume: in its unary form, the hypervolume indicator $I_H$ associated with an approximation $A$ is given by the volume of the objective space portion that is weakly dominated by the set $A$ [847]. This intuitive quality indicator needs the specification of a reference point $Z_{ref}$ that denotes an upper bound over all the objectives (Fig. 4.28). In its binary form, computing the hypervolume metric needs a reference set $Z_{n}^*$. It represents the hypervolume dominated by $Z_1^*$ and not by $A$ (Fig. 4.28). The more this binary measure is close to 0, the better is the approximation $S$. In general, the reference set $Z_{n}^*$ may be the optimal Pareto front or extracted from the union of all obtained fronts. The choice of the reference point affects the ordering of nondominated sets. The reference point $Z_{ref}$ may be fixed as $(1.05 \times Z_1^\text{max}, \ldots, 1.05 \times Z_n^\text{max})$ where $Z_i^\text{max}$ represents the upper bound of the objective $i$ obtained from the reference set. The unary hypervolume indicator is strictly monotonic but needs a
FIGURE 4.28 Unary versus binary hypervolume indicator for a nondominated approximation set of solutions. The binary hypervolume indicator is computed for two Pareto sets of solutions $PO_1$ and $PO_2$.

high computational cost, that is, it has an exponential complexity in the number of objectives.

**R-metrics:** Computing of R-metrics is based on a set of utility functions $u$ [360]. Suppose that the preferences of the decision maker are given in terms of a parameterized utility function $u_{\lambda}$ and the corresponding set of parameters $\Lambda$. As an example, the utility function $u_{\lambda}$ may be defined by a weighted sum of the objectives, where $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \in \Lambda$. The set $\Lambda$ contains a sufficiently large number of uniformly dispersed normalized weight combinations $\lambda$ where $\lambda_i \geq 0$ and $\sum_{i=1}^{n} \lambda_i = 1$. Then, there exist several ways to transform the utility functions to a performance indicator. For instance, the $R_2$ and $R_3$ indicators can be defined as follows:

$$I_{R_2}(A, B) = \frac{\sum_{\lambda \in \Lambda} u^*(\lambda, A) - u^*(\lambda, B)}{|\Lambda|}$$

$$I_{R_3}(A, B) = \frac{\sum_{\lambda \in \Lambda} \frac{[u^*(\lambda, B) - u^*(\lambda, A)]}{u^*(\lambda, B)}}{|\Lambda|}$$

where $u^*$ represents the maximum value of the utility function $u_{\lambda}$ using the weight vector $\lambda$ and the Pareto approximation $A$:

$$u^*(\lambda, A) = \max_{x \in A} \{u_{\lambda}(f(x))\}$$

The R-metrics can be transformed into a unary form by replacing one set by a reference set $R$: $I_{R_2}^1(A) = I_{R_2}(A, R)$ and $I_{R_3}^1(A) = I_{R_3}(A, R)$. Many utility functions may be used [360]:
• **Weighted linear function:**

\[
    u_\lambda(z) = -\sum_{i=1}^{n} \lambda_i |z_i^* - z_i|
\]

where \(z^*\) represents the ideal point or any point that weakly dominates all points of the corresponding Pareto front approximation. Using the weighted linear function, the points that are not in the convex hull of the approximated front will not be rewarded. Nonlinear functions such as Tchebycheff function can be used to avoid this situation.

• **Weighted Tchebycheff function:**

\[
    u_\lambda(z) = -\max_{i \in [1, n]} \{\lambda_i |z_i^* - z_i|\}
\]

Using the weighted Tchebycheff function, the utility of a point and one that weakly dominates it will be the same. Augmented Tchebycheff functions are used to avoid this situation.

• **Augmented Tchebycheff function:**

\[
    u_\lambda(z) = -(\max_{i \in [1, n]} \{\lambda_i |z_i^* - z_i|\} + \varphi \sum_{i=1}^{n} \lambda_i |z_i^* - z_i|)
\]

where \(\varphi\) is a small positive real number.

Table 4.1 summarizes the characteristics of the presented performance indicators: goal achieved by the indicator (convergence or diversity), monotonicity property, complexity parameter, and parameter range.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Goal</th>
<th>Monotone</th>
<th>Complexity</th>
<th>Parameter Reference</th>
<th>Parameter Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution</td>
<td>Conv.</td>
<td>Mon.</td>
<td>(O(</td>
<td>A</td>
<td>\cdot</td>
</tr>
<tr>
<td>Gen. Dist.</td>
<td>Conv.</td>
<td>No</td>
<td>(O(</td>
<td>A</td>
<td>\cdot</td>
</tr>
<tr>
<td>ε-indicator</td>
<td>Conv.</td>
<td>Mon.</td>
<td>(O(\mu \cdot</td>
<td>A</td>
<td>\cdot</td>
</tr>
<tr>
<td>(I_e)</td>
<td>Conv.</td>
<td>Mon.</td>
<td>(O(</td>
<td>A</td>
<td>\cdot</td>
</tr>
<tr>
<td>(I_{ad})</td>
<td>Conv.</td>
<td>No</td>
<td>(O(</td>
<td>A</td>
<td>\cdot</td>
</tr>
<tr>
<td>Spread</td>
<td>Div.</td>
<td>No</td>
<td>(O(\mu^2))</td>
<td>—</td>
<td>[0, 1], Min</td>
</tr>
<tr>
<td>Extent</td>
<td>Div.</td>
<td>No</td>
<td>(O(\mu^2))</td>
<td>—</td>
<td>[0, ∞), Max</td>
</tr>
<tr>
<td>B. Entropy</td>
<td>Div.</td>
<td>No</td>
<td>(O(</td>
<td>R</td>
<td>+</td>
</tr>
<tr>
<td>U. Entropy</td>
<td>Div.</td>
<td>No</td>
<td>(O(</td>
<td>A</td>
<td>\cdot \mu^2))</td>
</tr>
<tr>
<td>Hypervolume</td>
<td>Hybrid</td>
<td>Strict</td>
<td>(O(\mu^2))</td>
<td>Ref. point</td>
<td>[0, ∞), Max</td>
</tr>
<tr>
<td>R-metrics</td>
<td>Hybrid</td>
<td>Mon.</td>
<td>(O(\mu \cdot</td>
<td>A</td>
<td>\cdot</td>
</tr>
</tbody>
</table>
complexity of its computation, information required for its calculation, the range of its values, and the objective that consists in minimizing or maximizing the indicator.

4.7.2 Landscape Analysis of Pareto Structures

The structure of the landscape of a Pareto front can provide useful information to the decision maker. It also defines the difficulty of a MOP relatively to a given class of optimization algorithms. Then, it can guide the user for a better design of a multiobjective metaheuristic. The Pareto front (or Pareto set) structure can be characterized in different ways:

- **Convex versus concave structure**: The metaheuristic performances differ according to whether the structure of the Pareto front is convex or concave. A MOP is defined to be convex if the feasible objective space is convex, or the feasible decision space is convex and the objective functions are quasi-convex with at least one strictly quasi-convex function [555]. In convex MOPs, any local Pareto optimal solution is a global Pareto optimal solution. For instance, the use of a weighted aggregation method is more effective when the structure of the Pareto front is convex than if the structure is concave (existence of nonsupported Pareto optimal solutions).

  Moreover, the fitness assignment procedures based on dominance may have an important effect on the results, according to whether the structure of the Pareto front is convex or concave [193]. In some population-based metaheuristics, the fitness of a solution is proportional to the number of solutions it dominates [846]. This ranking procedure supports the compromised Pareto solutions, if the Pareto border is convex. The algorithm tends to find more compromised solutions than solutions at the extremities of the Pareto front. This tendency does not arise if the Pareto border is concave.

  To measure the Pareto front convexity, one can make a distinction between the supported solutions and the nonsupported solutions. Let $\text{PO}$ be the set of supported solutions. In a biobjective optimization problem, the nonsupported solutions belong to the triangles built by two close supported solutions (Fig. 4.5). These triangles are thus regions of existence of nonsupported solutions. The indicator $\text{Conv}$, which characterizes the convexity of the Pareto set, represents the proportion of supported solution of the Pareto front: $\text{Conv} = \frac{|\text{SPO}|}{|\text{PO}|}$. Computing the proportion of supported solutions is not sufficient. One has to also measure their diversity over the Pareto front using, for instance, the entropy indicator. Figure 4.29 illustrates the importance of analyzing the distribution of nonsupported solutions. For the first instance, there are only two supported solutions that are represented by the extreme solutions.

- **Continuous versus discontinuous structure**: The discontinuity of the Pareto set may be a hard task to tackle with S-metaheuristics that are based on the concept of neighborhoods. Let us introduce the concept of *efficient graph*, where the
nodes represent the Pareto solutions and the arcs represent their neighborhood structure. The efficiency of S-metaheuristics depends on the connexity of the efficient graph [239].

The performance of diversity preservation strategies is also sensitive to the discontinuity and nonuniformity of the Pareto front (Fig. 4.30). In this case, even if some Pareto solutions can be found in each Pareto region, the competition between the solutions does not encourage the exploration of the whole solutions. Adaptive diversification parameters must be considered.

- **Multimodal and deceptive structures:** The multimodal structure of the Pareto front rises from the existence of locally Pareto optimal solutions. The multimodality raises difficulties for the convergence through the optimal Pareto set PO. Some S-metaheuristics escaping from local optima have to be used (e.g., tabu search, simulated annealing, VNS) (see Chapter 2).

**Example 4.17 ZDT benchmarks.** ZDT test instances for continuous optimization MOPs have been constructed following different landscape structures of the Pareto
Example 4.18 Multiobjectivization. Multiobjectivization may be viewed as a way to improve the search of a monoobjective optimization problem by extending its formulation to a multiobjective one. For instance, if the landscape associated with a monoobjective optimization problem is characterized by a high multimodality (ruggedness) or flat networks (plateaus), its transformation into a multiobjective problem may improve the search by reducing the complexity of the original problem. Indeed, the multiobjectivization will transform the landscape of the problem into a smoother one in which the application of metaheuristics will be more efficient. Two main strategies are applied:

- **Objective function decomposition**: This strategy consists in partitioning the original objective function into several subobjectives. The subobjectives may be defined over a subset of the decision variables. This decomposition process will separate the potentially conflicting goals of the monoobjective function and will then reduce the number of local optima associated with the problem [470,766].

- **Helper objectives**: This strategy consists in adding new objectives. The added objectives are generally correlated with the primary objective function [411,580]. These new secondary objectives may be viewed as helper objectives whose introduction will reduce the difficulty of the original monoobjective problem. For
instance, in a landscape characterized by neutral networks (i.e., plateaus), adding helper objectives may break those plateaus into smooth networks in which the search is more easy for any metaheuristic. For instance, the reduction of a well-known difficulty in genetic programming, called the “bloating,” by minimizing the size of programs as an additional objective may help to find better solutions with more compact program (i.e., reduce the effect caused by bloating) [80,189]. The proposed approach considers the program size as a second independent objective besides the program functionality.

Multiobjectivization has to satisfy the following property [470]:

\[ \forall x^* \in S, \ \exists x_E \in PO : x_E = x^* \]

where \( x^* \) is the global optimal solution of the monoobjective problem, PO is the Pareto optimal set of the associated multiobjective problem, and \( S \) is the feasible set of solutions. It means that a Pareto optimal solution \( x_E \) has to be the global optimal solution according to the original monoobjective problem.

### 4.8 MULTIOBJECTIVE METAHEURISTICS UNDER ParadisEO

A software framework for multiobjective metaheuristics is usually intended to be generic and could then be useful only if some important criteria are fulfilled. Hence, in addition to the identified goals of a software framework for monoobjective metaheuristics (see Section 1.8.2), a software framework for multiobjective metaheuristics must satisfy the following criteria:

- **Utility**: The framework must cover a wide range of features related to multiobjective metaheuristics (e.g., scalarization methods, Pareto-based approaches, indicator-based approaches).
- **Code and design reuse**: In terms of design, the framework must provide a whole unified architecture of the different approaches (e.g., fitness assignment, diversity preserving, elitism). This goal also requires a clear and maximal conceptual distinction between the algorithm design and the problem definitions. The designer must, therefore, write only the minimal problem-specific code and the development process of the algorithm should be done in an incremental way. In terms of code, the framework must allow the programmer to rewrite code as little as possible. Everything that is already coded might be reusable. Then, it must be a commonplace to extend a problem from the monoobjective (e.g., MO and EO frameworks) to the multiobjective case (e.g., MOEO framework), and from the sequential and pure metaheuristics to hybrid and parallel metaheuristics (e.g., PEO, see Chapters 5 and 6) without reimplementing the whole algorithm. For instance, it should not be necessary to recode the neighborhoods, variation operators, solution, population initialization, and so on.
• **Extensibility, adaptability, and flexibility**: New features for some search components must be easily added or modified without involving other search components. Furthermore, existing search components must be adaptable, in practice, to the existing as well as evolving problems. Hence, the framework must be white box; users must have access to source code and must use inheritance or specialization concepts of object-oriented programming to derive new components from base or abstract classes.

### 4.8.1 Software Frameworks for Multiobjective Metaheuristics

Many software frameworks dedicated to multiobjective metaheuristics have been developed. However, very few reached all the goals stated above. Table 4.2 shows a nonexhaustive comparison study between some existing software frameworks or libraries for multiobjective metaheuristics: TEA [243], PISA [81], Open BEAGLE [290], MOMHLib++, MOEA-Matlab [764], and MALLBA [22]. The frameworks are described according to the following criteria: available metaheuristics, framework type (black box or white box), availability of hybridization features, availability of parallel features, and programming language. All the frameworks are open source except MOEA, which is based on Matlab that is not an open source. Moreover, a large part of these frameworks are white box frameworks. Even so, only a few includes all the most popular S-metaheuristics, P-metaheuristics, and performance indicators. Parallel and hybrid features for S-metaheuristics and P-metaheuristics are provided only by ParadisEO and MALLBA. Furthermore, even if these two frameworks are portable on distributed-memory and shared-memory parallel machines, ParadisEO offers more flexibility and is the only one portable on grid computing platforms (see Chapter 6). Many indicators are available under the ParadisEO, PISA,

<table>
<thead>
<tr>
<th>Framework/Library</th>
<th>Meta</th>
<th>Type</th>
<th>Metrics</th>
<th>Hybrid</th>
<th>Parallel</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>ParadisEO</td>
<td>S-meta</td>
<td>White</td>
<td>Many</td>
<td>Yes</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td></td>
<td>P-meta</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEA</td>
<td>EA</td>
<td>White</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>PISA</td>
<td>EA</td>
<td>Black</td>
<td>Many</td>
<td>No</td>
<td>No</td>
<td>Any</td>
</tr>
<tr>
<td>O. BEAGLE</td>
<td>EA</td>
<td>White</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>MOMHLib++</td>
<td>EA,LS,SA</td>
<td>White</td>
<td>Many</td>
<td>Yes</td>
<td>No</td>
<td>C++</td>
</tr>
<tr>
<td>MOEA-Matlab</td>
<td>EA</td>
<td>Black</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Matlab</td>
</tr>
<tr>
<td>MALLBA</td>
<td>S-meta</td>
<td>White</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>C++</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Framework/Library</th>
<th>Meta</th>
<th>Type</th>
<th>Metrics</th>
<th>Hybrid</th>
<th>Parallel</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>ParadisEO</td>
<td>S-meta</td>
<td>White</td>
<td>Many</td>
<td>Yes</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td></td>
<td>P-meta</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEA</td>
<td>EA</td>
<td>White</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>PISA</td>
<td>EA</td>
<td>Black</td>
<td>Many</td>
<td>No</td>
<td>No</td>
<td>Any</td>
</tr>
<tr>
<td>O. BEAGLE</td>
<td>EA</td>
<td>White</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>C++</td>
</tr>
<tr>
<td>MOMHLib++</td>
<td>EA,LS,SA</td>
<td>White</td>
<td>Many</td>
<td>Yes</td>
<td>No</td>
<td>C++</td>
</tr>
<tr>
<td>MOEA-Matlab</td>
<td>EA</td>
<td>Black</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Matlab</td>
</tr>
<tr>
<td>MALLBA</td>
<td>S-meta</td>
<td>White</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>C++</td>
</tr>
</tbody>
</table>

S-meta: S-metaheuristics; P-meta: P-metaheuristics; White: white box software; Black: black box software; LS: local search; SA: simulated annealing; EA: evolutionary algorithms.
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Multiojective metaheuristics (e.g., NSGA-II, IBEA, SPEA2) have been designed in an easy way by simply transforming the three search components. For instance, some popular EMO algorithms (e.g., NSGA-II, IBEA, SPEA2) have been designed in an easy way by simply transforming the three search components.

4.8.2 Common Components

4.8.2.1 Representation

A solution of a MOP problem needs to be represented both in the decision space and in the objective space. In the monoobjective case, a single value is usually used for the representation in the unidimensional objective space. For MOPs, where the criterion space is multidimensional, a tuple of \( n \) values (called objective vector) might be used for such a representation.

Using ParadisEO–MOEO, the first thing is to set the number of objectives for the problem under consideration and for each one to indicate if it has to be minimized or maximized. This can be done using the static class `moeoObjectiveVectorTraits`. Then, a class templatized with the last one and inheriting of `moeoObjectiveVector` have to be created for the formulation of an objective vector, as illustrated in Fig. 4.31. Besides, as a majority of MOPs deal with real-coded objective values, a class modeling real-coded objective vectors is already proposed within ParadisEO–MOEO.

As already noticed, an important issue about the design of metaheuristics for MOP is the concept of convergence and diversity. To every solution is assigned a \( \text{fitness}^{17} \) value representing its quality in terms of convergence and a \( \text{diversity} \) value

---

17 In the multiobjective case, the word “fitness” is not employed in the same sense than it is in the monoobjective case (and in ParadisEO–EO), where it usually denotes the (single) objective value of a solution.
representing its quality in terms of diversity (in the decision space and/or in the objective space).

The class used to represent a whole solution within ParadisEO–MOEO is then templatized within an objective vector type, a fitness type, and a diversity type, and it must define its representation in the decision space, which fully depends on the tackled problem. At the implementation level, the way to do so is to extend the MOEO class to be used for a specific problem. This modeling tends to be applicable for every kind of problems with the aim of being as general as possible. But ParadisEO–MOEO also provides easy-to-use classes for standard vector-based representations and, in particular, implementations for vectors composed of bits or of real-coded values that can thus directly be used in a ParadisEO–MOEO-designed application. These classes are summarized in Fig. 4.32 using the UML notation. Some standard variation mechanisms are provided within the ParadisEO–EO module and can thus directly be used for such representations.

4.8.2.2 Fitness Assignment Schemes There exists a huge number of different ways to assign fitness values to a set of solutions. Following the taxonomy introduced in this chapter, the fitness assignment schemes are classified into four main categories within ParadisEO–MOEO, as illustrated in Fig. 4.33:

- **Scalar**: `moeoScalarFitnessAssignment`.
- **Criterion based**: `moeoCriterionBasedFitnessAssignment`.
- **Pareto based**: `moeoParetoBasedFitnessAssignment`.
- **Indicator based**: `moeoIndicatorBasedFitnessAssignment`.

The details of the concrete features of ParadisEO–MOEO for fitness assignment schemes are listed below. The most common fitness assignment strategies are implemented: scalarization approaches (e.g., achievement functions), criterion-based approaches, Pareto-based approaches (e.g., MOGA, NSGA, SPEA), and indicator-
FIGURE 4.32 Core classes for the representation of a solution.

FIGURE 4.33 Core classes for fitness assignment schemes.
based approaches (e.g., IBEA). Moreover, note that there also exists a dummy fitness assignment strategy that would be useful for some specific implementations.

**Achievement fitness assignment scheme:** One of the provided fitness assignment schemes is the family of achievement scalarizing functions \([817]\) (see Section 4.4.1.4). This scalar approach, used by many MCDM methods, is based on an arbitrary reference point \(R\) (generally given by the decision maker) and consists in projecting \(R\) onto the set of Pareto optimal solutions. The problem to be solved is then converted into a monoobjective one.

**Fast nondominated sorting fitness assignment scheme:** Another implemented fitness assignment scheme is the dominance depth, used, for instance, in NSGA and NSGA-II (see Section 4.4.3).

**Indicator-based fitness assignment scheme:** In this strategy, the fitness values are computed by comparing solutions on the basis of an arbitrary binary quality indicator \(I\) (also called binary performance metric) (see Section 4.4.4). Thereby, no particular diversity preservation mechanism is necessary depending on the specified indicator. As discussed later in the chapter, several binary quality indicators to be used with the indicator-based fitness assignment schemes are proposed within ParadisEO-MOEO.

### 4.8.2.3 Diversity Assignment Schemes
Aiming at approximating the Pareto optimal set is not only a question of convergence. The final approximation has to be both well converged and well diversified. However, a classical Pareto-based fitness assignment scheme often tends to produce premature convergence by favoring nondominated solutions, what does not guarantee a uniformly sampled output set. To prevent that, a diversity-maintaining mechanism is usually employed to distribute the population over the Pareto optimal region. Many diversity assignment schemes are available, such as follows:

**Fitness sharing diversity assignment scheme:** fitness sharing needs the definition of the sharing distance parameter that specifies the similarity threshold (i.e., the size of niches). The distance measure between two solutions can be defined in the decision space, in the objective space, and in their combination. A distance metric partially or fully defined in the parameter space strongly depends on the tackled problem. But, standard normalized distance metrics defined in the criterion space are already provided within ParadisEO-MOEO for real-coded objective vectors. Sharing is one of the most popular techniques and is commonly used in a large number of multiobjective metaheuristics such as MOGA [276], NPGA [389], NSGA [715], and more. Note that there exists a “front by front” procedure as, in some cases (e.g., in MOGA [276] and NSGA [715]) sharing only occurs between solutions of same rank.

**Crowding diversity assignment scheme:** Contrary to the sharing diversity assignment scheme, crowding allows to maintain diversity without specifying any parameters. It was first suggested by Holland [384] and then used by De Jong [430] to prevent genetic drift [430]. It has been successfully applied to the NSGA-II algorithm [200]. It consists in estimating the density of solutions surrounding a particular point of the objective space. As previously, a similar mechanism working on subclasses of solutions is also provided within ParadisEO-MOEO (Fig. 4.34).
4.8.2.4 Elitism Another essential point about Pareto-based resolution is the concept of elitism. The concept is very popular since the end of the nineties and is used in a majority of recent MOMHs [467,844]. It consists in maintaining an external set, the so-called archive, that allows to store all the non-dominated or the most preferred solutions found during the search. This archive mainly aims at preventing these solutions from being lost during the (often stochastic) optimization process. As shown in Fig. 4.35, in terms of implementation, an archive is an unbounded population using a particular dominance relation to update its contents. The Pareto dominance criterion is the most commonly employed and is used as default, but ParadisEO–MOEO also gives the opportunity to use any other dominance relation (as shown in Fig. 4.36). The archive is basically used as an external storage. The next section will show that its members can also be included during the selection phase of an EMO algorithm.

4.8.2.5 Statistical Tools Some useful statistical tools are also provided within ParadisEO–MOEO. It is, for instance, possible to save the contents of the archive at each iteration, so that the evolution of the nondominated set can be observed or studied using graphical tools such as GUIMOO\(^\text{18}\). Furthermore, an important issue in MOO is the performance analysis, commonly done by using performance metrics. As shown in Fig. 4.37, a couple of metrics are featured within ParadisEO–MOEO. Some are used to quantify the quality of a Pareto set (or a solution), while others are used for pairwise comparisons (between two Pareto sets or two solutions). The entropy [56] and the contribution [545] metrics are both already implemented and can thus be used to compare two sets of solutions. Moreover, it is possible to compare the current archive with the archive of the previous iteration using a binary metric, and to print the progression of this measure iteration after iteration. Besides, some metrics for pairwise comparison of solutions (that are then usable with the binary indicator-based fitness assignment schemes) are proposed, such as the additive

\(^{18}\)GUIMOO is a graphical user interface for multiobjective optimization available at http://guimoo.gforge.inria.fr/.
\( \varepsilon \)-indicator and the hypervolume indicator. Of course, other metrics can easily be implemented.

### 4.8.3 Multiobjective EAs-Related Components

As a multiobjective P-metaheuristic differs from a monoobjective one only in a few aspects, many of the ParadisEO–EO components are reusable within ParadisEO–MOEO. The reader is referred to Section 3.8 for more details about the multiobjective independent components of ParadisEO. Using these two modules (namely, ParadisEO–EO and ParadisEO–MOEO), it is possible to build a complete and efficient multiobjective optimization solver. Generally speaking, the two main differences between a multiobjective and a monoobjective P-metaheuristic appear during the fitness assignment and diversity preserving phases of the algorithms. For instance, as the representation in the objective space does not correspond to a scalar value in the multiobjective case, ParadisEO–EO’s selection and replacement schemes of evolutionary
algorithms cannot be used in a multiobjective EA. Therefore, the major contributions of this framework refer to

- Fitness assignment, diversity preservation, and elitism (as suggested by the multiobjective metaheuristics design issues introduced in Section 4.3).
- The selection and replacement schemes that need to be defined for the specific case of MOO, where the fitness and diversity values are used instead of a single scalar objective value (as it is generally the case in monoobjective optimization). Of course, the representation of a solution as well as the way to build a P-metaheuristic also need to be redefined for the multiobjective case.

### 4.8.3.1 Selection Schemes

As noticed earlier, two main differences between a monoobjective EA and a multiobjective EA appear on the selection and the replacement steps of the algorithm, during which the fitness and/or the diversity values are usually used. The selection step consists in choosing some solutions that will be used to generate the offspring population. There exist a large number of selection strategies in the case of MOP, some of them are already provided within ParadisEO–MOEO (see Fig 4.38):

- **Random selection scheme**: It consists in randomly selecting a parent from the population members, without taking into account the fitness values or the diversity values.
- **Deterministic tournament selection scheme**: It consists in performing a tournament between $n$ randomly chosen population members and in selecting the best one.
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• **Stochastic tournament selection scheme:** It consists in performing a binary tournament between randomly chosen population members and in selecting the best one with a probability $p$ or the worst one with a probability $(1 - p)$.

• **Selection scheme from the population and the archive:** It consists in selecting a population member using a particular selection scheme with a probability $p$ or in selecting an archive member using another particular selection scheme with a probability $(1 - p)$. So, nondominated or most-preferred solutions also contribute to the evolution engine as they are used to create the offspring. This scheme has been successfully applied to various elitist MOEAs with efficient performances as it is the case, for instance, in SPEA [846] or SPEA2 [844] among others.

Everything is done to easily implement a new selection scheme with a minimum programming effort.

### 4.8.3.2 Replacement Schemes

The replacement step of an EA consists in choosing which solutions will be part of the next generation by using both the offspring and the parent populations. The majority of the replacement strategies depend on the fitness and/or the diversity values and are then MOP specific. Three replacement schemes are already provided within ParadisEO–MOEO (see Fig. 4.39), but this is not exhaustive as new ones can easily be implemented due to the genericity of the framework:

• **Generational replacement scheme:** It consists in keeping the offspring population only, while all parents are deleted.

• **Elitist replacement scheme:** It consists in choosing the $N$ best solutions (where $N$ is the population size).
Environmental replacement scheme: It consists in deleting one-by-one the worst individuals, and in updating the fitness and the diversity values of the remaining solutions each time there is a deletion. The process ends when the desired population size is reached.

4.8.3.3 Multiobjective Evolutionary Algorithms

Now that all the MOP-specific components are defined, a multiobjective EA can easily be developed using the fine-grained classes of both ParadisEO–EO and ParadisEO–MOEO. As the implementation is conceptually divided into components, different operators can be experimented without engendering significant modifications in terms of code writing. As seen before, a wide range of components are already provided. But this list is not exhaustive as the framework perpetually evolves and offers all that are necessary to develop new ones with a minimum effort, as ParadisEO is a white box framework that tends to be flexible while being as user-friendly as possible.

Figure 4.40 illustrates the use of the moeoEasyEA class that allows to define a multiobjective EA in a common fashion by specifying all the particular components required for its implementation. As often within ParadisEO, all the classes use a template parameter MOEOT that defines the type of a solution for the problem under consideration. This type might be represented by inheriting of the MOEO class that is described in Section 4.8.2.1.

To satisfy both the common and the more experimented users, ParadisEO–MOEO also provides even more ready-to-use multiobjective metaheuristics (see Fig. 4.41). These classes propose an implementation of standard multiobjective EAs such as NSGA, NSGA-II, or IBEA by using the fine-grained components of ParadisEO while requiring a minimum number of problem- or algorithm-specific parameters. These easy-to-use algorithms also tend to be used as state-of-the-art references for a fair performance comparison in the academic world, even if they are also well suited for a straight use on a real-world problem.
FIGURE 4.40 Core classes required by moeoEasyEA to design a MOEA.

FIGURE 4.41 Core classes for easy-to-use evolutionary algorithms.
Multiobjective optimization is certainly a crucial area in engineering and science. Indeed, uncountable real-life optimization problems are characterized by multiple objectives. The most popular approach nowadays to tackle complex multiobjective problems is the use of metaheuristics. P-metaheuristics are good candidates for solving MOPs, where the output is generally a set of Pareto optimal solutions rather than a single solution as in monoobjective optimization. Indeed, in the last decade, the EMO community has been very active [142,278,195]. Recently, some alternative P-metaheuristics to evolutionary algorithms have been investigated, such as ant colonies [298], particle swarm optimization [651], scatter search and path relinking [65], bee colony [612], differential evolutions [830], and artificial immune systems [140].

In addition to classical search components of monoobjective metaheuristics (e.g., representation, constraint handling, search operators), multiobjective metaheuristics must handle the following three search components: fitness assignment, diversity preservation, and elitism (Fig. 4.42).

In this chapter, the need of a software framework dedicated to the reusable design and implementation of multiobjective metaheuristics has been outlined. The framework ParadisEO–MOEO provides the most common search components and metaheuristic algorithms for multiobjective optimization. A high level of flexibility and adaptability is also provided. The user can modify or add new search components or solve new problems. Some popular multiobjective metaheuristics (e.g., NSGA-II,
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IBEA, SPEA2) are available in the ParadisEO framework. Their whole design and invariant code could be reused. Moreover, using the ParadisEO framework in designing an algorithm, several concepts and their implementation can be reused.

- Monoobjective metaheuristics such as the representation, neighborhoods, stopping criteria, variation operators (mutation, crossover), selection, and replacement mechanisms.
- Multiobjective metaheuristics such as fitness assignment procedures, diversity preservation approaches, and elitism.
- Hybrid and parallel metaheuristics. Indeed, parallel and hybrid multiobjective metaheuristics can be implemented in an incremental manner. In Chapter 5 (resp. Chapter 6), specific sections are dedicated to hybrid (resp. parallel) multiobjective metaheuristics. A growing interest is actually focused on hybrid and parallel metaheuristics for solving complex MOPs.

Assessing the performance of multiobjective metaheuristics is a multiobjective optimization problem! Indeed, no single measure is sufficient to assess the quality of an approximation. Some representative indicators must be used for each class of measure: convergence class and diversity class (extension and dispersion). These quality indicators can also be used to design indicator-based multiobjective metaheuristics or stopping criteria.

In terms of perspectives, some concerns related to multiobjective metaheuristics are as follows:

- **MOP with uncertainty**: Many real-life MOPs are characterized by uncertainty. Uncertainty in MOP is of different nature (e.g., noise in the data). Even if uncertain optimization is largely studied for monoobjective optimization problems, this area is poorly explored in the multiobjective case. Many questions are still open. First, performance assessment indicators need to be designed. This issue represents a very difficult question in classical multiobjective optimization domain, and in an uncertain case, there are no probing existing solutions. Second, many approaches proposed in the monoobjective uncertain optimization could be adapted to the multiple objective case.

- **Dynamic MOPs**: In a similar manner, there is a growing need to solve dynamic MOPs using multiobjective metaheuristics. Hence, metaheuristics must be adapted efficiently to tackle this kind of problems, in which the resulting Pareto optimal front is expected to change with time. Performance indicators and test instances must also be developed.

- **Many-objective MOPs**: Some MOP problems may have a large number of objectives. The extensibility of multiobjective metaheuristics to much more than three objective functions to be optimized is an important issue. Indeed, this class of MOPs involves several difficult questions, such as solutions visualization, scalability of the search mechanisms, performance assessment metrics, and benchmark problems.
Interactive optimization: The aim of solving MOPs is to help a decision maker find the solution that copes with his preferences. Hence, finding the Pareto optimal set is not enough in solving multicriteria decision-making problems. In interactive multiobjective metaheuristics, the decision maker specifies the preference information progressively during the search. One of the crucial questions is which kind of information is exchanged between the decision maker and the multiobjective metaheuristic.

4.10 EXERCISES

Exercise 4.1 Multiobjective combinatorial problems. Many academic combinatorial optimization problems have been generalized to multiobjective models by taking into account multiple input data for the problem. For instance, let us consider the multiobjective knapsack problem that can be formulated in the following way [6]:

$$
\begin{align*}
\text{Max}(f_i(x)) &= \sum_{j=1}^{m} c_{ij} x_j, & (i = 1, \ldots, n) \\
\sum_{j=1}^{m} w_j x_j &\leq w \\
x_j &\in \{0, 1\}, & j = \{1, \ldots, m\}
\end{align*}
$$

(4.25)

where

$$
x_j = \begin{cases} 
1 & \text{if } j \text{ is in the knapsack} \\
0 & \text{otherwise}
\end{cases} 
$$

(4.26)

where

$w_j$ is the weight (volume) of the element $j$, and $c_{ij}$ is the utility of the element $j$ according to the criterion $i$. Hence, different values $c_{ij}$ are associated with the utility input of the problem instead of a single utility value for the classical monoobjective form of knapsack problems. Apply the same principle to the well-known traveling salesman problem and the quadratic assignment problem.

Exercise 4.2 No preference methods. In some MCDM approaches, the decision maker does not take part in the solution process. Such no preference methods are used to find a compromise solution, typically in the middle of the Pareto front. These methods, also known as methods of neutral preferences, can be used when there is no decision maker available. The obtained compromise solution may also be used as an initial solution for interactive approaches. Which formulation of a MOP can be used to find such solutions?

Exercise 4.3 Weak Pareto optimal solution. Some scalarization methods generate weakly Pareto optimal solutions. Our objective is to check if the generated solution
\( x^* \in S \) is a Pareto optimal one. Let us consider the following problem to solve:

Maximize \( \sum_{i=1}^{n} \epsilon_i \)

Subject to

\[
f_i(x) + \epsilon_i = f_i(x^*), \forall i \in [1, n] \]
\[
\epsilon_i \geq 0, \forall i \in [1, n] \]

\( x \in S \)

where \( x \in \mathbb{R}^n \) and \( \epsilon \in \mathbb{R}^n \) are variables. What will be the result of this problem if the solution \( x^* \) is a Pareto optimal solution? What will be the property of the obtained solution \( x' \) in the resolution of the problem if it corresponds to a finite and nonzero optimal objective function? One can consider that the equality constraints can be replaced by inequalities \( f_i(x) + \epsilon_i \leq f_i(x^*) \).

Exercise 4.4 Multiobjective modeling of portfolio selection. In financial engineering, the problem of portfolio selection is a popular standard problem. The problem has received a lot of attention in its multiobjective formulation. A portfolio is a set of assets held by a banking company. The objective is to distribute a given budget on a set of available assets. The optimal return depends on the risk aversion of the client. What represent the two families of objectives generally used in portfolio selection? For each family of objectives, formulate some related objective functions.

Exercise 4.5 Tournament selection in constrained MOPs. Let us consider an evolutionary algorithm solving a constrained multiobjective optimization problem. The algorithm uses the binary tournament selection procedure. Adapt the binary tournament selection procedure to handle such problems. One has to define a "constrained-domination" concept between two solutions using the domination concept and feasibility of solutions (constraint violation).

Exercise 4.6 Multiobjective model for robust optimization. In general, the robustness issue in optimization is tackled by defining an expected objective function such as the Monte Carlo integration or the averaging function into the neighborhood of the final solution. In some cases, this strategy is not sufficient. For instance, positive and negative deviations of the objective values will cancel each other. An alternative could be the use of multiobjective model where the robustness criterion is handled separately. Propose such a MOP (biobjective or triobjective) to solve a monoobjective function \( f \).

Exercise 4.7 Niche size in sharing-based diversification. The effectiveness of the sharing principle mainly depends on the niche size \( \sigma_o \). In this exercise, our interest is
the automatic computation of the niche size in the objective space $\sigma_o$. The parameter $\sigma_o$ must be computed to spread solutions over all the Pareto front, with the hypothesis that the solutions are ideally distributed on the front. The size niche $\sigma_o$ must be fixed at some known minimal separation between desired optima. Let $\text{Area}_{\text{Pareto}}$ be the surface of the Pareto front and $N$ the number of desired solutions. How can be approximated the niche size $\sigma_o$?

In a $k$-dimensional space volume, a niche is a hypersphere of dimension $k$ and the Pareto front is a space of dimension $k - 1$. Their intersection is a space of dimension $k - 1$ that can be approximated by $(\sigma_o)^{k-1}$. Let us suppose that the considered distance is based on the Euclidean distance, $\max_j$ and $\min_j$ are respectively the maximum and the minimum value for the objective $j$ (Fig. 4.43). Compute a lower and an upper bound for the Pareto area for a bicriteria MOP. Give an approximation of the niche size.

When $\dim \geq 3$, the lower bound approximation is more difficult. So, when $\dim \geq 3$, only the upper bound of $\text{Area}_{\text{Pareto}}$ is used to approximate $\sigma_o$. Compute an upper bound for the Pareto area.

In the general case, the distance is computed by Euclidean metric, but the Holder metric $p$ can also be used:

$$\text{dist}(x, y) = \left( \sum_{i=1}^{\dim} |x_i - y_i|^p \right)^{\frac{1}{p}}$$

\[\text{FIGURE 4.43} \quad \text{Space occupied by the front approximated by a hypercube: Example with three objectives.}\]
The shape of the niche is changed according to \( p \) value of the defined distance (Fig. 4.44).

Why the Manhattan distance (\( p = 1 \)) is encouraged?

Exercise 4.8  
Elitism using archiving. Maintaining archives of potential Pareto solutions into multiobjective metaheuristics is an important design concept. Analyze in terms of efficiency and effectiveness the following properties for the archive produced by a metaheuristic [469]:

- \( A = A^* \) where \( A \) is the archive and \( A^* \) is the Pareto set of the archive.
- \( |A| \leq N \) where \( N \) is a given parameter.
- \( \exists t, \forall u > 0 : A^{(t+u)} = A' \).
- \( A \subseteq F^* \), i.e., the archive \( A \) contains only Pareto solutions from the set \( F \) of all generated solutions by the metaheuristic.
- All extremal Pareto solutions from \( F \) are in \( A \).
- \( S \approx \min(N, |F^*|) \), that is, the number of solutions \( S \) in the archive \( A \) is close to \( N \) or the number of Pareto solutions \(|F^*|\).
- For every Pareto optimal solution in \( F^* \), there is a nearby solution in the archive \( A \).

Exercise 4.9  
Multiobjective models for feature selection problems. Feature selection in machine learning and data mining tasks consists in reducing the number of attributes (i.e., dimensionality of the data set). Feature selection is often considered as a necessary preprocessing step in analyzing data characterized by a large number of attributes. The monoobjective formulation of feature selection can be defined as
follows: Given a set of $n$ features $F = \{f_1, f_2, \ldots, f_i, \ldots, f_n\}$, find a subset $F' \subseteq F$ that maximizes a scoring function $\Theta : \Gamma \rightarrow G$ such that

$$F' = \arg \max_{G \in \Gamma} \{\Theta(G)\}$$

where $\Gamma$ is the space of all possible feature subsets of $F$, $G$ is a subset of $\Gamma$, and $\Theta$ the objective function that measures the accuracy of the classification phase.

Feature selection allows to improve the accuracy of the extracted models. The wrapper method for feature selection, which carries out the feature subset selection and the classification (e.g., $k$-NN, support vector machines) in the same process, engages a classification algorithm to measure the accuracy (Fig. 4.45). The encoding of a solution is based on a binary vector of size $n$, where each element denotes the presence or absence of the feature. Propose a multiobjective model for feature selection that uses an additional objective rather than the accuracy of the classification. One may use a P-metaheuristic to solve the problem. Propose a strategy for the initialization of the population.

Exercise 4.10 Crowding in many-objective problems. The diversity preservation strategy in NSGA-II algorithm is based on crowding. Show that the crowding distance operator does not work well for more than two objectives. Indeed, many MOPs comprise a relatively large number of objectives (e.g., engineering design problems). Such problems pose new challenges for algorithm design and implementation.

Exercise 4.11 Adaptive application of variation operators. In Exercise 3.34, the question of adapting dynamically the selection probability of different search operators in a given metaheuristic has been addressed. Generalize the adaptive procedure for multiobjective optimization. The difficulty in MOP lies in the partial order of solutions defined by the Pareto optimality concept.

Exercise 4.12 NSGA-II and archiving. The NSGA-II algorithm does not use any archiving strategy in which the algorithm stores all generated nondominated solutions as they are found. Is this archiving strategy useful to include in the NSGA-II algorithm?

Exercise 4.13 Archive update complexity. In elitist multiobjective metaheuristics, a nonbounded archive contains all encountered nondominated solutions. The

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4.45}
\caption{A wrapper method for feature selection within a classification task (supervised classification).}
\end{figure}
update of the archive may become expensive if the size of the archive grows too much. Given \( N \) the size of the population of a P-metaheuristic, \( M \) the size of the archive, and \( k \) the number of objectives of the MOP, at each iteration \( N \) solutions are generated. What is the computational complexity of the update procedure for each iteration of the algorithm? Propose some solutions to reduce this computational cost.

**Exercise 4.14 Deterioration of the archive.** Hybrid strategies combining Pareto-based fitness assignment and density-based diversity preservation to update the archive are widely used in practice. Indeed, the Pareto-based criteria encourage the convergence of the archive toward the optimal Pareto front, while the density-based information encourages the diversity of the limited size population of the archive. Show that a combined strategy may deteriorate the archive, that is, solutions belonging to the archive at iteration \( t \) may be dominated by old members of the archive at iteration \( s \) (\( s < t \)). Propose an approach that avoids this deterioration problem.

**Exercise 4.15 Scaling invariance of performance indicators.** Let us consider a strictly monotonic transformation of the objectives associated with a MOP: \( s : \mathbb{R}^n \rightarrow \mathbb{R}^n \). For instance, usually the following normalization of the objectives is used in practice:

\[
    s(f(x)) = \frac{f(x) - f_l}{f_u - f_l}
\]

where \( f_l \) (resp. \( f_u \)) represents the lower (resp. upper) bound for the objective \( f \). It transforms the objective values of \( f \) in the interval [0, 1].

A performance indicator \( I \) is scaling invariant if it is not affected by any strictly monotonic scaling of the objective functions of the target MOP, that is, the values of the performance indicator \( I \) do not change. Are the following performance indicators scaling invariant: hypervolume, \( \epsilon \)-indicator, and the \( R \)-metrics?

**Exercise 4.16 Maximum extent.** The maximum extent unary performance indicator \( I_{\text{ME}} \) of an approximation \( A \) may be defined as follows:

\[
    I_{\text{ME}}(A) = \max_{1 \leq i \leq n} (\max_{x \in A} f_i(x) - \min_{x \in A} f_i(x))
\]

Is the maximum extent indicator monotonic and/or scaling invariant? What is the complexity of its calculation?

**Exercise 4.17 Extent over lower bounds.** Let us consider a biobjective optimization problem \((f_1, f_2)\) in which a lower bound \((l_1, l_2)\)\(^{19}\) is available for each objective. Propose a unary indicator that measures the extent of an approximation front. Generalize the indicator for a MOP problem with \( n \) objectives (\( n > 2 \)).

\(^{19}\)A minimization problem is supposed.
Exercise 4.18  **Monotonicity of performance indicators.** A nonmonotonic performance indicator may be considered as unreliable, that is, the indicator can yield a preference for an approximation set $A$ over another approximation set $B$, when $B \preceq A$. Are the following performance indicators monotonic: generational distance, spacing, and maximum extent indicators?

Show that the unary additive $\epsilon$-indicator $I_{1+}$ is not strictly monotonic.

Exercise 4.19  **Performance relative to the exact Pareto front.** When the exact Pareto front $P^*$ is known, some performance indicators may be designed to measure the convergence property of an approximated front $A$. The number of Pareto solutions is supposed finite (i.e., combinatorial MOP). Propose such indicators for each class of measures: a cardinality measure and a distance measure. Analyze their properties in terms of monotonicity, scaling invariance, and computational complexity.

Exercise 4.20  **Ideal performance indicator.** An ideal performance indicator must have a reduced computational complexity, does not need any specific parameter, strictly monotonic, and objective scaling invariant. Does such an ideal performance indicator exist?

Exercise 4.21  **Deceptive MOPs.** There are some optimization problems that are easy for a given search algorithm and difficult for other algorithms. For instance, below is a deceptive biobjective problem for local search that is easy for genetic algorithms. The first objective is

$$ f_1(x \neq 1111\ldots) = |2 \cdot x_1 - x_2| $$

$$ f_1(1111\ldots) = x_1 \cdot x_2 $$

where $x$ is a string of bits, $x_1$ represents the number of bits equal to 1 in the first half of the chain, and $x_2$ the number of bits equal to 1 in the second half of the chain. The second objective is formulated as follows:

$$ f_2(x \neq 1111\ldots) = |2 \cdot x_2 - x_1| $$

$$ f_2(1111\ldots) = x_1 \cdot x_2 $$

Show that using a genetic algorithm (especially the crossover operator) one can produce the global optimum, if the population contains representative solutions of the two local optima whereas the local search is trapped by the two local optima associated with the bit-flip neighborhood.

Exercise 4.22  **From NSGA-II to IBEA under ParadisEO.** Let us consider a NSGA-II program to solve any MOP (e.g., bicriteria flow-shop scheduling problem)
that is available under the ParadisEO–MOEO framework. What has to be modified in the program to solve the same problem using the IBEA algorithm?

Exercise 4.23 Solving various formulations of MOPs within ParadisEO. The architecture of a multiobjective metaheuristic under ParadisEO is based on the three search components: fitness assignment, diversity preservation, and elitism. The modification of these three components allows to solve various formulations of multiobjective problems. Let us consider the NSGA-II algorithm. Propose modifications of the search components associated with the NSGA-II algorithm to

- generate a partial Pareto front in the objective space,
- find knee points (i.e., points in which a small improvement according to one objective requires a large deterioration in at least another objective.),
- estimate the nadir point,
- generate a robust Pareto front using neighborhood average function values in the decision space,
- generate a diverse Pareto front using the ϵ-dominance concept,
- generate a diverse Pareto front using the K-mean clustering algorithm, and
- generate solutions around a set of reference points.

Exercise 4.24 Handling many-objective problem. A simple domination concept may be used to handle a MOP with a large number of objectives. A solution \( x \) dominates a solution \( y \), if the solution \( x \) has a larger number of better objective values than \( y \) (i.e., if \( f_i(x) < f_i(y) \) is satisfied for more objectives than \( f_i(y) < f_i(x) \)). This dominance concept identifies intermediate solutions in the Pareto optimal front. Moreover, a preference information (e.g., priority, hierarchy, weight) may be assigned to the objectives [486]. Based on this dominance concept, a fast and effective dominance-based multiobjective metaheuristic may be designed to prune nondominated solutions in many-objective problems. What has to be modified in a multiobjective dominance-based metaheuristic (e.g., NSGA-II) to integrate this concept of dominance? What is the impact on the implementation under ParadisEO?

Exercise 4.25 Welded beam design problem. The welded beam design problem is one of the classical benchmarks for testing multiobjective metaheuristics [647]. The problem can be defined as follows [700]: Given a uniform beam, made of steel, of rectangular cross section need to be welded to a base to be able to carry a load of \( F \) lb (Fig. 4.46), the objective of the design is to minimize the cost of the production and beam deflection while satisfying the constraints of weld thickness \( h \), weld length \( l \), beam thickness \( t \), and beam width \( b \). The cost function \( f_1 \) includes the setup cost, welding labor cost, and material cost:

\[
\min f_1 = (1 + c_1)h^2l + c_2tb(L + l)
\]
where $c_1^{20}$ represents the unit volume of weld material cost, $c_2^{21}$ is the unit volume of bar stock cost, and $L$ is the fixed distance from load to support ($L = 356$ mm).

The beam end deflection $f_2$ can be formulated as follows:

$$\min f_2 = \delta$$

where $\delta$ is the beam end deflection.

Some constraints must be considered that are related to the mechanical properties of the weld and bar, shear and normal stresses, physical constraints, and maximum deflection. The first constraint

$$\tau_d - \tau \geq 0$$

ensures that the maximum developed shear stress is less than the allowable shear stress of the weld material. The second constraint checks that the maximum developed normal stress is lower than the allowable normal stress in the beam.

$$\sigma_d - \sigma \geq 0$$

The third constraint ensures that the beam thickness exceeds that of the weld:

$$b - h \geq 0$$

The following fourth and fifth constraints are practical checks to prevent negative lengths or thicknesses.

$$l \geq 0$$

$$t \geq 0$$

---

20($c_1 = 6.3898 \times 10^{-6}$ $$/\text{mm}^3$$).

21($c_2 = 2.9359 \times 10^{-6}$ $$/\text{mm}^3$$).
The sixth constraint makes sure that the load on the beam is not greater than the allowable buckling load:

\[ P_c - F \geq 0 \]

The last constraint checks that the weld thickness is above a given minimum:

\[ h \geq 0.125 \]

where \( \tau_d \) is the allowable shear stress of weld (e.g., \( \tau_d = 9.38 \times 10^7 \) Pa), \( \tau \) is the maximum shear stress in weld, \( \sigma_d \) is the allowable normal stress for beam material (e.g., \( \sigma_d = 2.07 \times 10^8 \) Pa), \( \sigma \) is the maximum normal stress in beam, \( P_c \) is the bar buckling load, and \( F \) is the load (e.g., \( L = 6000 \) lb). Solving this problem using the classical algorithms: NSGA-II, IBEA, and SPEA-II that are implemented in the ParadisEO framework. Compare the obtained results.
Over the last years, interest in hybrid metaheuristics has risen considerably in the field of optimization. The best results found for many real-life or classical optimization problems are obtained by hybrid algorithms [747]. Combinations of algorithms such as P-metaheuristics, S-metaheuristics, mathematical programming, constraint programming (CP), and machine learning techniques have provided very powerful search algorithms. Four different types of combinations are considered in this chapter:

- Combining metaheuristics with (complementary) metaheuristics.
- Combining metaheuristics with exact methods from mathematical programming approaches that are mostly used in operations research.
- Combining metaheuristics with constraint programming approaches developed in the artificial intelligence community.
- Combining metaheuristics with machine learning and data mining techniques.

This chapter deals with the design of hybrid metaheuristics and their implementation. A taxonomy of hybrid algorithms is presented in an attempt to provide a common terminology and classification mechanisms. The goal of the general taxonomy given here is to provide a mechanism to allow comparison of hybrid algorithms in a qualitative way. In addition, it is hoped that the categories and their relationships to each other have been chosen carefully enough to indicate areas in need of future work as well as to help classify future work. Among existing classifications in other domains, one can find examples of flat and hierarchical classification schemes [295]. The taxonomy proposed here is a combination of these two schemes—hierarchical as long as possible to reduce the total number of classes and flat when the descriptors of the algorithms may be chosen in an arbitrary order. The same classification is used for all types of combinations. For each type of hybrids, the main ideas in combining algorithms are detailed. Each class of hybrids is illustrated with some examples. A critical analysis is also carried out.
In fact, the taxonomy could be usefully employed to classify any hybrid optimization algorithm (specific heuristics, exact algorithms). The basic classification is extended by defining the space of hybrid metaheuristics as a grammar, where each sentence is a method that describes a combination of metaheuristics, mathematical programming, and constraint programming. In this chapter, a “high-level” description of hybrid metaheuristics is proposed. The internal working and the algorithmic aspects of a given metaheuristic are not considered. Indeed, as Shown in Chapter 3, a term like evolutionary algorithms (EAs) may cover many quite different algorithms nowadays.

The chapter is organized as follows. Section 5.1 is concerned with hybrid algorithms combining metaheuristics. The design and implementation issues of hybrid metaheuristics are detailed. A taxonomy is presented to encompass all published work to date in the field and to provide a unifying view of it. A grammar that generalizes the basic hybridization schemes is proposed. In Section 5.2, the combination of metaheuristics with mathematical programming approaches is considered. Section 5.3 deals with the combination of metaheuristics with constraint programming techniques. In Section 5.4, the combination of metaheuristics with machine learning and data mining algorithms is addressed. Hybrid metaheuristics for multiobjective optimization are addressed in Section 5.5. Finally, Section 5.6 illustrates some implementations of hybrid metaheuristics under the ParadisEO software framework.

5.1 HYBRID METAHEURISTICS

Hybridization of metaheuristics involves a few major issues that may be classified as design and implementation. The former category is concerned with the hybrid algorithm itself, involving issues such as functionality and architecture of the algorithm. The implementation consideration includes the hardware platform, programming, model, and environment on which the algorithm is to be run. In this chapter, a difference is made between the design issues used to introduce hybridization and implementation issues that depend on the execution model of the algorithms.

5.1.1 Design Issues

The taxonomy will be kept as small as possible by proceeding in a hierarchical way as long as possible, but some choices of characteristics may be made independent of previous design choices, and thus will be specified as a set of descriptors from which a subset may be chosen.

5.1.1.1 Hierarchical Classification

The structure of the hierarchical portion of the taxonomy is shown in Fig. 5.1. A discussion about the hierarchical portion then follows. At the first level, one may distinguish between low-level and high-level hybridizations. The low-level hybridization addresses the functional composition of a single-optimization method. In this hybrid class, a given function of a metaheuristic...
is replaced by another metaheuristic. In high-level hybrid algorithms, the different metaheuristics are self-contained. There is no direct relationship to the internal workings of a metaheuristic.

In relay hybridization, a set of metaheuristics is applied one after another, each using the output of the previous as its input, acting in a pipeline fashion. Teamwork hybridization represents cooperative optimization models in which many cooperating agents evolve in parallel; each agent carries out a search in a solution space.

Four classes are derived from this hierarchical taxonomy:

- **LRH (low-level relay hybrid)**: This class of hybrids represents algorithms in which a given metaheuristic is embedded into a S-metaheuristic. Few examples of hybrid metaheuristics belong to this class.

**Example 5.1 Embedding local search into simulated annealing.** The main idea is to incorporate deterministic local search (LS) techniques into simulated annealing so that the Markov chain associated with simulated annealing explores only local optima [532]. The algorithm proceeds as follows: suppose the configuration is currently locally optimal. This is labeled Start in Fig. 5.2. A perturbation or a “kick” is applied to this configuration, which significantly changes the current solution Start. After the kick, the configuration labeled Intermediate in the figure is reached. It is much better to first improve Intermediate by a local search and then only apply the accept/reject test of simulated annealing. The local search takes us from Intermediate to the configuration labeled Trial, and then the accept/reject test is applied. If Trial is accepted, one has to find an interesting large change to Start. If Trial is rejected, return to Start. Many of the barriers (the “ridges”) of the fitness landscape are jumped over in one step by the hybrid metaheuristic.
To implement the above hybridization, the choice for an appropriate “kick” should be adapted to both the optimization problem and the local search method used. For the traveling salesman problem, if the local search algorithm used is the 2-opt local search heuristic, the “kick” move must apply a $k$-change with $k > 2$ to prevent cycles. The “kick” operator must attain solutions that are always outside the neighborhood associated with the local search algorithm.

- **LTH (low-level teamwork hybrid):** As mentioned in Chapter 1, two competing goals govern the design of a metaheuristic: exploration and exploitation. Exploration is needed to ensure that every part of the space is searched enough to provide a reliable estimate of the global optimum. Exploitation is important since the refinement of the current solution will often produce a better solution. P-metaheuristics (e.g., evolutionary algorithms, scatter search, particle swarm, ant colonies (AC)) are powerful in the exploration of the search space and weak in the exploitation of the solutions found.

Therefore, most efficient P-metaheuristics have been coupled with S-metaheuristics such as local search, simulated annealing, and tabu search, which are powerful optimization methods in terms of exploitation. The two classes of algorithms have complementary strengths and weaknesses. The S-metaheuristics will try to optimize locally, while the P-metaheuristics will try to optimize globally. In LTH hybrid, a metaheuristic is embedded into a P-metaheuristic\(^1\) (Fig. 5.3). This class of hybrid algorithms is very popular and has been applied successfully to many optimization problems. Most of the state-of-the-art P-metaheuristics integrate into S-metaheuristics.

\(^1\)This class of hybrid metaheuristics includes memetic algorithms.
Example 5.2  **Embedding S-metaheuristics into evolutionary algorithms.**
When an evolutionary algorithm is used as a global optimizer, its standard operators may be augmented with the ability to perform local search. Instead of using a blind operator acting regardless of the fitness of the original individual and the operated one, a heuristic operator that considers an individual as the origin of its search applies itself, and finally replaces the original individual by the enhanced one (see Fig. 5.4). The use of local search with evolutionary algorithms is also inspired by biological models of learning and evolution. EAs take many cues from mechanisms observed in natural evolution. Similarly, models of learning are often equated with techniques for local optimization [671]. Research on the interaction between evolution and learning had naturally led computer scientists to consider interactions between evolutionary algorithms and local optimization [67].

The genetic operators replaced or extended are generally mutation\(^2\) and crossover.

– **Mutation:** The local search algorithm may be a simple local search [417,731,784], tabu search [269,462,768], simulated annealing algorithm

\(^2\)Also known as evolutionary local search algorithms.
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[128,810], or any S-metaheuristic (e.g., threshold accepting, guided local search (GLS)). This kind of operators is qualified Lamarckian\(^3\). In the Lamarckian model, an individual is replaced by the local optima found, contrary to the Baldwin model where the local optimum is just used to evaluate the individual. On several occasions, LTH has provided better results than other methods for difficult problems. For instance, good results have been obtained for the graph coloring problem combining a genetic algorithm with tabu search [270]. A local search algorithm that uses problem-specific knowledge may be incorporated into the genetic operators [134]. Questions concerning the best use of local search with a genetic algorithm (GA) have been addressed in Ref. [368].

- **Crossover:** Classical crossover operators do not use any heuristic information about a specific application domain. They are blind operators. One can introduce heuristic crossover to account for problem-specific information [340]. For instance, greedy heuristics for the crossover operator have shown to improve EAs results when applied to job-shop scheduling, set covering, and traveling salesman problems [181].

  Many crossover operators including heuristic information have been proposed for continuous optimization:
  - Heuristic crossover where the offspring has the following form: \( x' = u(x_2 - x_1) + x_2 \), where \( u \) is a uniform random value in \([0, 1]\) and \( x_1 \) and \( x_2 \) are the two parents with the condition that \( x_2 \) is better than \( x_1 \) [826]. This heuristic crossover uses the objective function in determining the direction of the search.
  - Simplex crossover where more than two parents are selected, the worst (resp. the best) individuals \( x_2 \) (resp. \( x_1 \)) are determined. The centroid of the group \( c \) is then computed without taking into account the solution \( x_2 \). The offspring has the following form: \( x' = c + (c - x_2) \) [648].

This hybrid model can be used to improve any P-metaheuristic: ant colonies [729,743], genetic programming [595], particle swarm optimization, and so on. The S-metaheuristic has been introduced to intensify the search. Let us notice that the scatter search metaheuristic already includes an improvement procedure, which is based on S-metaheuristics [167] (see Section 3.5).

The main problem encountered in this class of hybrids is premature convergence. Indeed, if the hybridization is applied at each iteration, very competitive solutions will be generated in the beginning of the search, which will cause an eventual premature convergence. Conditional hybridization is carried out to prevent this phenomenon by applying the combination.

- **Static manner:** For instance, the combination is performed at a given frequency. The hybridization is applied once to a given number of iterations.
- **Adaptive manner:** When a given event occurs during the search, the hybridization is performed. For instance, if there is no improvement of the search for a given number of iterations.

\(^3\)The name is an allusion to Jean Batiste de Lamarck’s contention that phenotype characteristics acquired during lifetime can become heritable traits.
• **HRH (high-level relay hybrid):** In HRH hybrids, the self-contained metaheuristics are executed in a sequence. For example, the initial solution of a given S-metaheuristic may be generated by another optimization algorithm. Indeed, the initial solution in S-metaheuristics has a great impact on their performances. A well-known combination scheme is to generate the initial solution by greedy heuristics, which are in general of less computing complexity than iterative heuristics (Fig. 5.5).

This scheme may also be applied to P-metaheuristics, but a randomized greedy heuristic must be applied to generate a diverse population (Fig. 5.5). Greedy heuristics are in general deterministic algorithms and then they generate always the same solution. On the other hand, the diversity of the initial population has a great impact on the performance of P-metaheuristics. This hybrid scheme is carried out explicitly in the scatter search metaheuristic (see Section 3.5).

Combining P-metaheuristics with S-metaheuristics in the HRH scheme is also largely applied. It is well known that P-metaheuristics are not well suited for fine-tuning structures, which are very close to optimal solutions. Indeed, the strength of P-metaheuristics is in quickly locating the high-performance regions of vast and complex search spaces. Once those regions are located, it may be useful to apply S-metaheuristics to the high-performance structures evolved by the P-metaheuristic.

A fundamental practical remark is that after a certain amount of time, the population is quite uniform and the fitness of the population is no longer decreasing. The odds to produce fitter individuals are very low. That is, the process has fallen into a basin of attraction from which it has a low probability to escape.

The exploitation of the already found basin of attraction to find as efficiently as possible the optimal point in the basin is recommended. It is experimentally clear that the exploitation of the basin of attraction that has been found may be more efficiently performed by another algorithm than by a P-metaheuristic. Hence, it is much more efficient to use a S-metaheuristic such as a hill-climbing or tabu search (see Fig. 5.6). The HRH hybridization may use a greedy heuristic.
to generate a good initial population for the P-metaheuristic (see Fig. 5.6). At the end of a simulated annealing search, it makes sense to apply local search on the best found solution to ensure that it is a local optimum.

In this hybrid scheme, the S-metaheuristics may be applied to the following:

- **The whole population**: This will lead to the best final solutions but with a more significant computational cost of the search.

- **A subpopulation**: The selection of the subpopulation may be based to the diversity of the solutions. This is a good compromise between the complexity of the search and the quality of the final results.

- **The best solution of the population**: The S-metaheuristic is applied once to the best solution of the obtained population. This procedure will reduce the search time but does not ensure to find the best solution.

A path relinking strategy may be applied to a population or a set of elite solutions found by a metaheuristic [18]. Path relinking may be seen as an intensification task over a given population of solutions.

### Example 5.3 HRH hybrid evolutionary algorithms.

Many research works of the literature have used the idea of HRH hybridization for EAs. In Refs [524, 754], the considered hybrid scheme introduces, respectively, simulated annealing and tabu search to improve the population obtained by a GA. In Ref. [582], the author introduces hill-climbing to improve the results obtained by an evolution strategy (ES). In Ref. [507], the algorithm proposed starts from simulated annealing and uses GAs to enrich the solutions found. Experiments performed on the graph partitioning problem using the tabu search algorithm exploiting the result found by a GA give better results than a search performed either by the GA or the tabu search alone [754].
• **HTH (high-level teamwork hybrid):** The HTH scheme involves several self-contained algorithms performing a search in parallel and cooperating to find an optimum. Intuitively, HTH will ultimately perform at least one algorithm alone, more often perform better, and each algorithm provides information to the others to help them.

**Example 5.4 Island model for genetic algorithms.** The first HTH hybrid model has been proposed for genetic algorithms. This is the well-known island model\(^5\). The population in this model is partitioned into small subpopulations by geographic isolation. A GA evolves each subpopulation and individuals can migrate between subpopulations (Fig. 5.7). This model is controlled by several parameters: the topology that defines the connections between subpopulations, the migration rate that controls the number of migrant individuals, the replacement strategy used, and a migration interval that affects how often migration occurs. In some island models, the individuals really migrate and therefore leave empty space in the original population. In general, the migrated individuals remain in the original population (i.e., pollination model [714]).

Let us present some pioneering island models for GAs. Tanese proposed a GA-based HTH scheme that used a 4D hypercube topology to communicate individuals from one subpopulation to another [765]. Migration is performed at uniform periods of time between neighbor subpopulations along one dimension of the hypercube. The migrants are chosen probabilistically from the best individuals of the subpopulation, and they replace the worst individuals in the receiving subpopulation.

**FIGURE 5.7** The island model of genetic algorithms as an example of high-level teamwork hybrid. The same model has been used with different topologies for simulated annealing, genetic programming, evolution strategy, ant colony, tabu search, bee colony, artificial immune system, and so on.

\(^4\)HTH hybrids is referred as *multiple interacting walks* [798], *multiagent algorithms* [83], and *cooperative search algorithms* [136,137,382,394,776].

\(^5\)Also known as migration model, diffusion model, and coarse-grain model.
Cohoon, Hedge, Martin, and Richards proposed a HTH based on the theory of “punctuated equilibria” [147]. A linear placement problem was used as a benchmark and experimented using a mesh topology. They found that the algorithm with migration outperforms the algorithm without migration and the standard GA. This work was later extended using a VLSI design problem (graph partitioning) on a 4D hypercube topology [148,149].

Belding [66] attempted to extend the Tanese’s work using the Royal Road continuous functions. Migrant individuals are sent to a selected subpopulation randomly, rather than using a hypercube topology. The global optimum was found more often when migration (i.e., cooperating GAs) occurred than in completely isolated cases (i.e., noncooperating GAs).

The HTH hybrid model has been generalized to other P-metaheuristics and S-metaheuristics. Indeed, the HTH hybrid model has also been applied to simulated annealing [249], genetic programming [479], evolution strategies [801], ant colonies [528], scatter search [168], tabu search [250], and so on.

The conceptual and implementation details of this model will be detailed in Chapter 6.

5.1.1.2 Flat Classification

Homogeneous/Heterogeneous: In homogeneous hybrids, all the combined algorithms use the same metaheuristic. Hybrid algorithms such as the island model for GAs belong to this class of hybrids. The homogeneous metaheuristics may differ in the initialization of their following aspects (Fig. 5.8):

- Parameters: In general, different parameters are used for the algorithms. For instance, in the HTH hybrid scheme that is based on tabu search, the algorithms

![FIGURE 5.8 Homogeneous versus heterogeneous hybrid metaheuristics. Some illustrative examples of parameters and search components are illustrated.](image-url)
may be initialized with different tabu list sizes [802]; different crossover and mutation probabilities may be used in evolutionary algorithms and so on.

- **Search components**: Given a metaheuristic, one can use different strategies for any search component of the metaheuristic, such as the representation of solutions, objective function approximations [234,692], initial solutions, search operators (neighborhood, mutation, crossover, etc.), termination criteria, and so on.

Using different parameters or search components in a given metaheuristic will increase the robustness of the hybrid algorithm.

**Example 5.5 Heterogeneous hybrids.** In heterogeneous algorithms, different metaheuristics are used (Fig. 5.9). A heterogeneous HTH algorithm based on genetic algorithms and tabu search has been proposed in Ref.[160] to solve a network design problem. The population of the GA is asynchronously updated by multiple tabu search algorithms. The best solutions found by tabu search algorithms build an elite population for the GA.

The GRASP method (greedy randomized adaptive search procedure) may be seen as an iterated heterogeneous HRH hybrid in which local search is repeated from a number of initial solutions generated by a randomized greedy heuristic [257,258]. The method is called adaptive because the greedy heuristic takes into account the decisions of the precedent iterations [256].

**Global/Partial**: From another point of view, one can also distinguish two kinds of cooperation: global and partial. In global hybrids, all the algorithms explore the same whole search space. The goal is here to explore the space more thoroughly. All the

![Figure 5.9](image-url) High-level teamwork hybridization (heterogeneous, global, general). Several search algorithms cooperate, coadapt, and coevolve a solution.
above-mentioned hybrids are *global* hybrids in the sense that all the algorithms solve the whole optimization problem. A global HTH algorithm based on tabu search has been proposed in Ref. [161], where each tabu search task performs a given number of iterations and then broadcasts the best solution. The best of all solutions becomes the initial solution for the next phase.

In partial hybrids, the problem to be solved is decomposed *a priori* into subproblems, each one having its own search space (Fig. 5.10). Then, each algorithm is dedicated to the search in one of these subspaces. Generally speaking, the subproblems are all linked with each others, thus involving constraints between optima found by each algorithm. Hence, the algorithms communicate to respect these constraints and build a global viable solution to the problem.

**Example 5.6 Partial hybrids.** This approach has been applied to many specific metaheuristics such as simulated annealing and tabu search algorithms [739]. It is also a part of more general search framework such as POPMUSIC (partial optimization metaheuristic under special intensification conditions [742] and VNDS (variable neighborhood decomposition search) [365].

Asynchronous teams (A-Teams) represent a general model for a HTH heterogeneous partial hybrid strategy [760]. They manipulate a set of solutions, which may be global or partial solutions. A set of agents cooperate via a blackboard system, a shared memory structure. An agent may be any search algorithm or operator, which consists in picking a (partial) solution from the blackboard, transforming it, and sending back the result.

An example of application of partial homogeneous HTH has been done for the job-shop scheduling problem [398]. The search algorithm is a GA. Each GA evolves individuals of a species that represent the process plan for one job. Hence, there are as
many cooperating GAs as there are jobs. The communication medium collects fitted
individuals from each GA and evaluates the resulting schedule as a whole, rewarding
the best process plans.

Decomposition techniques based on partitioning time have been used to solve many
problems such as the production lot sizing (partitioning of time) [254]. Decomposition
techniques based on partitioning a geographical region have been largely applied to
optimization problems associated with Euclidean distances such as the TSP [450], the
VRP, and the P-median problem [741].

Example 5.7 Partitioning a continuous objective function. A function \( f \) is separ-
able if

\[
(\arg\min_{x_1} f(x_1, \ldots), \ldots, \arg\min_{x_n} f(\ldots, x_n)) = \arg\min(f(x_1, x_2, \ldots, x_n))
\]

It follows that the function \( f \) can be optimized in a parallel way using \( n \) independent
algorithms. Each algorithm will solve a 1D optimization problem.

**Generalist/Specialist**: All the above-mentioned hybrids are general hybrids, in
the sense that all the algorithms solve the same target optimization problem. Specialist
hybrids combine algorithms that solve different problems. The COSEARCH generic
model belongs to this class of hybrids (Fig. 5.11). COSEARCH manages the coop-
eration of a search agent (a local search), a diversifying agent, and an intensifying
agent. The three agents exchange information via a passive coordinator called the
adaptive memory\(^6\). A main key point of the COSEARCH approach is the design of
this memory, which focuses on high-quality regions of the search and avoids attractive
but deceptive areas. The adaptive memory contains a history of the search; it stores

![Diagram](image-url)

**FIGURE 5.11** The COSEARCH HTH specialist hybrid model for metaheuristics. Several
search algorithms solve different problems.

\(^6\)The concept of adaptive memory has been proposed in the domain of combinatorial optimization [744].
It is similar to the concept of blackboard in the field of artificial intelligence [245].
information about the already visited areas of the search space and about the intrinsic nature of the good solutions already found. When diversifying, the local search agent receives starting solutions in unexplored regions; when intensifying, the search agent receives an initial solution in a promising region. The diversifying agent refers to the adaptive memory (information about the explored areas) to yield a solution from an unexplored region. The intensifying agent refers to the adaptive memory (information about promising regions) to produce a promising starting solution.

Example 5.8 COSEARCH for the quadratic assignment problem. An example of the application of the COSEARCH approach has been developed in Ref. [749] to solve the quadratic assignment problem (QAP). A parallel tabu search is used to solve the QAP, while a genetic algorithm makes a diversification task that is formulated as another optimization problem. The frequency memory stores information relative to all the solutions visited during the tabu search. The genetic algorithm refers to the frequency memory to generate solutions being in unexplored regions.

Another approach of specialist hybrid HRH heuristics is to use a heuristic to optimize another heuristic, that is, find the optimal values of the parameters of the heuristic (Fig. 5.12). This approach is known as meta-optimization (see Section 1.6.1). For instance, it has been used to optimize simulated annealing and noisy methods (NM) by GA [484], ant colonies by GA [5], simulated annealing-based algorithms by a GA [333], and a GA by a GA [697]. In Ref. [697], the three parameters optimized are the crossover rate, inversion rate, and mutation rate. The individuals of the population

Meta-level of optimization

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>Solution = Encoding of the parameters of the metaheuristic used to solve a given target optimization problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-metaheuristic:</td>
<td>- EA: population size, crossover probability, mutation probability, and so on</td>
</tr>
<tr>
<td>S-metaheuristic:</td>
<td>- Tabu search: tabu list, and so on</td>
</tr>
<tr>
<td>Solution = Encoding of the target problem</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 5.12 Meta-level of optimization in metaheuristics. Metaheuristics are used to optimize the parameters of another metaheuristic.

7This procedure is also called meta-evolution.
associated with the optimizer consist of three integers representing the mutation rate, inversion rate, and crossover rate. The fitness of an individual is taken to be the fitness of the best solution that the GA can find in the entire run, using these parameters.

5.1.2 Implementation Issues

The structure of the taxonomy concerning the implementation issues is shown in Fig. 5.13. This taxonomy has been discussed in the following sections.

5.1.2.1 Dedicated Versus General-Purpose Computers

Application of specific computers differs from general purpose ones in that they usually solve only a small range of problems, but often at much higher rates and lower cost. Their internal structure is tailored for a particular problem, and thus can achieve much higher efficiency and hardware utilization than a processor that must handle a wide range of tasks.

In the last years, the advent of programmable logic devices has made easier to build specific computers for metaheuristics such as simulated annealing [8] and genetic algorithms [676]. A general architecture acting as a template for designing a number of specific machines for different metaheuristics (SA, TS, etc.) may be constructed [7]. The processor is built with XILINX FPGAs and APTIX interconnection chips. Experiments evaluating a simulated annealing algorithm to solve the traveling salesman problem achieved a speedup of about 37 times over an IBM RS6000 workstation. To our knowledge, this approach has not yet been proposed for hybrid metaheuristics.

Nowadays, the use of GPU (graphical processing unit) devices is more and more popular in many application domains. Indeed, those devices are integrated into many workstations to deal with visualization tasks. The idea is to exploit those available resources to improve the effectiveness of hybrid metaheuristics.

5.1.2.2 Sequential Versus Parallel

Most of the proposed hybrid metaheuristics are sequential programs. According to the size of problems, parallel implementations of hybrid algorithms have been considered. The easiness to use a parallel and distributed architecture has been acknowledged for the HTH hybrid model. Parallel hybrids are detailed in the next chapter.
HYBRID METAHEURISTICS

5.1.3 A Grammar for Extended Hybridization Schemes

Given a set of metaheuristics \( A_i \), a classification of basic hybridizations has been presented, in which the following notations can be described:

- \( LRH(A_1(A_2)) \) (homogeneous, heterogeneous) (partial, global) (specialist, general): The metaheuristic \( A_2 \) is embedded into the single-solution metaheuristic \( A_1 \).
- \( HRH(A_1 + A_2) \) (homogeneous, heterogeneous) (partial, global) (specialist, general): The self-contained metaheuristics \( A_1 \) and \( A_2 \) are executed in sequence.
- \( LTH(A_1(A_2)) \) (homogeneous, heterogeneous) (partial, global) (specialist, general): The metaheuristic \( A_2 \) is embedded into the population-based metaheuristic \( A_1 \).
- \( HTH(A_1, A_2) \) (homogeneous, heterogeneous) (partial, global) (specialist, general): The self-contained metaheuristics \( A_1 \) and \( A_2 \) are executed in parallel and they cooperate.

These hybridizations should be regarded as primitives that can be combined in different ways. The grammar given in Fig. 5.14 generalizes the basic hybridization schemes. One of the practical importances of the grammar is to specify the hybrid heuristic to use, if a metaheuristic problem-solving tool is used.

Example 5.9 Extended hybridization schemes. Let us present some examples of extended hybridization schemes (Fig. 5.15). Boese et al. [84] suggested an adaptive multistart (AMS) approach, which may be seen as a \( HRH(LS + LTH(GA(LS))) \) scheme.

\[
<\text{hybrid-metaheuristic}> \rightarrow <\text{design-issues}> <\text{implementation-issue}>
\]
\[
<\text{design-issues}> \rightarrow <\text{hierarchical}> <\text{flat}>
\]
\[
<\text{hierarchical}> \rightarrow <LRH> | <LTH> | <HRH> | <HTH>
\]
\[
<LRH> \rightarrow LRH(<S-metaheuristic> (<metaheuristic>))
\]
\[
<LTH> \rightarrow LTH(<P-metaheuristic> (<metaheuristic>))
\]
\[
<HRH> \rightarrow HRH(<metaheuristic> + <metaheuristic>)
\]
\[
<HTH> \rightarrow HTH(<metaheuristic>)
\]
\[
<HTH> \rightarrow HTH(<metaheuristic>, <metaheuristic>)
\]
\[
<\text{flat}> \rightarrow (<\text{type}>, <\text{domain}>, <\text{function}>)
\]
\[
<\text{type}> \rightarrow \text{homogeneous} | \text{heterogeneous}
\]
\[
<\text{domain}> \rightarrow \text{global} | \text{partial}
\]
\[
<\text{function}> \rightarrow \text{general} | \text{specialist}
\]
\[
<\text{implementation-issue}> \rightarrow <\text{specific-computers}> | <\text{general-purpose-computers}>
\]
\[
<\text{specific-computers}> \rightarrow \text{FPGA} | \text{GPU} | ...
\]
\[
<\text{general-purpose-computers}> \rightarrow \text{sequential} | \text{parallel}
\]
\[
<\text{metaheuristic}> \rightarrow <S-metaheuristic> | <P-metaheuristic>
\]
\[
<S-metaheuristic> \rightarrow \text{LS} | \text{TS} | \text{SA} | \text{TA} | \text{NM} | \text{GDA} | \text{ILS} | \text{GRASP} | ...
\]
\[
<P-metaheuristic> \rightarrow \text{EA} | \text{SS} | \text{ACO} | \text{PSO} | \text{AIS} | \text{BC} | \text{EDA} | \text{CA} | \text{CEA} | ...
\]

**FIGURE 5.14** A grammar for extended hybridization schemes.
First, AMS generates a set of random starting solutions and runs an LS algorithm for each solution to find corresponding local optima. Then, AMS generates new starting solutions by combining features of the $T$ best local optima seen so far, with $T$ being a parameter of the approach. This mechanism bears some resemblance to GAs, but differs in that many solutions (instead of just two) are used to generate the new starting solutions. New local optima are obtained by running the LS algorithm from these new starting solutions, and the process iterates until some stop criterion is met.

D. Levine has used a HTH(HRH(GH+LTH(GA(LS)))) hierarchical scheme in his PhD to solve set partitioning problems. Efficient results have been obtained with a parallel static implementation in solving big-sized problems in real-world applications (airline crew scheduling) [502]. At the first level, a HTH hybrid based on the island model of parallel genetic algorithms is used. The initial population of each GA was generated by a greedy heuristic (the Chvatal heuristic [135]), and a local search algorithm was used to improve the solutions at each generation of the GA. The same hybrid scheme with a sequential implementation has been used in Ref. [92] to solve the traveling salesman problem. The local search algorithms used are the well-known 2-opt and or-opt heuristics. The author reported some interesting results for the 442- and 666-city problems. He found the optimum of the 442-city problem, and a solution within 0.04% of the optimum for the 666-city problem.

The objective of this chapter is far from providing an exhaustive list of research works using hybrid metaheuristics. Following this grammar, more than 125 annotated hybrid metaheuristics may be found in Ref. [747]. This shows the usefulness of the taxonomy.

### 5.2 COMBINING METAHEURISTICS WITH MATHEMATICAL PROGRAMMING

Metaheuristics and exact algorithms are complementary optimization strategies in terms of the quality of solutions and the search time used to find them. In the last few years, solving exactly the important optimization problems using, for example,
integer programming techniques has improved dramatically. Moreover, the availability of efficient optimization software, libraries, and frameworks for mathematical programming and high-level modeling languages will lead to more hybrid approaches combining metaheuristics and exact optimization algorithms. In the next section, the main mathematical programming exact approaches that can be used to solve optimization problems are presented. Then, an instantiation and extension of our classification to hybrid schemes combining mathematical programming approaches and metaheuristics is presented.

5.2.1 Mathematical Programming Approaches

The main mathematical programming approaches may be classified as follows:

- **Enumerative algorithms**: This class of algorithms contains tree search algorithms, such as branch and bound, and dynamic programming. They are based on a divide and conquer strategy to partition the solution space into subproblems and then optimizing individually each subproblem.

- **Relaxation and decomposition methods**: This class of methods is based on relaxation techniques, such as the Lagrangian relaxation [265], and decomposition methods such as the Bender’s decomposition and the continuous semidefinite programming.

- **Cutting plane and pricing algorithms**: This class of algorithms is based on polyhedral combinatorics in which the search space is pruned.

5.2.1.1 Enumerative Algorithms

Enumerative methods include branch and bound algorithm, dynamic programming, A*, and other tree search algorithms. The search is carried out over the whole search space, and the problem is solved by subdividing it into simpler subproblems.

Branch and bound algorithm is one of the most popular methods to solve optimization problems in an exact manner. The algorithm is based on an implicit enumeration of all solutions of the considered optimization problem. The search space is explored by dynamically building a tree whose root node represents the problem being solved and its whole associated search space. The leaf nodes are the potential solutions and the internal nodes are subproblems of the total solution space. The size of the subproblems is increasingly reduced as one approaches the leaves.

The construction of such a tree and its exploration are performed using two main operators: branching and pruning (Fig. 5.16). The algorithm proceeds in several iterations during which the best found solution is progressively improved. The generated nodes and not yet treated are kept in a list whose initial content is limited only to the root node. The two operators intervene at each iteration of the algorithm. The branching strategy determines the order in which the branches are explored. Many branching strategies may be applied such as the depth-first, the breadth-first, and the best-first strategies. The pruning strategy eliminates the partial solutions that do not lead to optimal solutions. This is done by computing the lower bound associated with
FIGURE 5.16 The branch and bound algorithm. This figure shows the nodes actually explored in the example problem, assuming a depth-first and left-to-right search strategy. The subtree rooted at the second node on level 2 is pruned because the cost of this node (134) is greater than that of the cheapest solution already found (130).

A partial solution. If the lower bound of a node (partial solution) is greater than the best solution found so far or a known upper bound of the problem, the exploration of the node is not needed. The algorithm terminates if there are no more nodes to branch or all nodes are eliminated. Hence, the most important concepts in designing an efficient branch and bound algorithm are the quality of the bounds and the branching strategy.

Example 5.10 Branch and bound algorithm on the TSP. Let us consider the TSP problem. A straightforward method for computing a lower bound on the cost of any solution may be the following:

$$\frac{1}{2} \sum_{v \in V} \text{sum of the costs of the two least cost edges adjacent to } v$$

For the example shown in Fig. 5.17, the lower bound is associated with the edges \((A, D), (A, B), (B, A), (B, E), (C, B), (C, A), (D, A), (D, C), (E, B), (E, D)\) and is equal to 17.5. In the search tree (Fig. 5.17), each node represents a partial solution. Each partial solution is represented by the set of associated edges (i.e., edges that must be in the tour) and the nonassociated edges (i.e., set of edges that must not be on the tour). The branching consists in generating two children nodes. A set of additional excluding and including edges is associated with each child. Two rules may be applied. An edge \((a, b)\) must be included if its exclusion makes it impossible for \(a\) or \(b\) to have two adjacent edges in the tour. An edge \((a, b)\) must be excluded if its inclusion causes for \(a\) or \(b\) to have more than two adjacent edges in the tour or would complete a nontour with edges already included. The pruning consists first in computing the lower bounds for each child. For instance, if the edge \((A, E)\) is included and the edge \((B, C)\) is excluded, the lower bound will be associated with the following selected edges \((A, D), (A, E), (B, A), (B, E), (C, D), (C, A), (D, A), (D, C), (E, B), (E, A)\) and is equal to 20.5. If the lower bound associated with a node is larger than the known upper
bound, the node is proved to be unable to generate an optimal solution and then is not explored. A best-first search heuristic is considered in which the child with the smaller lower bound is explored first. The upper bound is updated each time a new complete solution is found with a better cost.

The dynamic programming (DP) approach is based on the recursive division of a problem into simpler subproblems. This procedure is based on the Bellman’s principle that says, “the subpolicy of an optimal policy is itself optimal with regard to the start and end states” [68].

Designing a dynamic programming procedure for a given problem needs the definition of the following components [71]:

- Define the stages and the states. A problem can be divided into a number of stages $N$. A number of states are associated with each stage.
- Define the cost of the initial stage and states. There is an initial state of the system $x_0$.
- Define the recursive relation for a state at stage $k$ in terms of states of previous stages. The system takes the state $x_k$ at the stage $k$. At the $k$ stage, the state of the system changes from $x_k$ to $x_{k+1}$ using the following equation

$$x_{k+1} = f_k(x_k, u_k)$$

where $u_k$ is a control that takes values from a given finite set, which may depend on the stage $k$. The transition from the state $k$ to $k + 1$ involves a cost $g_k(x_k, u_k)$. The final transition from $N - 1$ to $N$ involves the terminal cost $G(x_N)$. The functions $f_k$, $g_k$, and $G$ must be determined.

FIGURE 5.17 Illustration of the branch and bound algorithm on the traveling salesman problem.
TABLE 5.1 An Instance for the Knapsack problem with a Capacity of 5

<table>
<thead>
<tr>
<th>Item (i)</th>
<th>Weight ($w_i$)</th>
<th>Utility ($u_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>30</td>
</tr>
</tbody>
</table>

Given a control sequence ($u_1, u_2, \ldots, u_{N-1}$), the corresponding state sequence will be $(x_0, \ldots, x_N)$, which is determined from the initial state $x_0$ using the following equation. In dynamic programming, the objective is to find the optimal control sequence minimizing the total cost:

$$G(x_N) + \sum_{k=0}^{N-1} g_k(x_k, u_k)$$

DP have been successfully applied to knapsack, planning, and routing-type problems, in which it is easy to define efficient recursive relationships between stages.

**Example 5.11 Dynamic programming for the \{0,1\} knapsack problem.** Let us consider the following instance for the knapsack problem with a total capacity equal to 5 (see Table 5.1).

The stages are represented by the items. The number of stages are then equal to the number of items (3). The state $y_i$ at stage $i$ represents the total weight of items $i$ and all following items in the knapsack. The decision at stage $i$ corresponds to how many items $i$ to place in the knapsack. Let us call this value $\mathbf{k}_i$. This leads to the following recursive formulas: let $f_j(y_i)$ be the value of using $y_i$ units of capacity for items $j$ and following. Let $\lfloor a \rfloor$ represent the largest integer less than or equal to $a$.

$$f_3(y_i) = 30 \cdot y_i$$

$$f_j(y_i) = \max_{k_i = \lfloor \frac{y_i}{w_i} \rfloor} \{u_i k_i + f_{i+1}(y_i - w_i k_i)\}$$

### 5.2.1.2 Relaxation and Decomposition Methods

Relaxation methods consist in relaxing a strict requirement in the target optimization problem. In general, a given strict requirement is simply dropped completely or substituted by another one that is more easily satisfied. The most used relaxation techniques are the linear programming relaxation (LP-relaxation) and the Lagrangian relaxation. In addition to their use in solving optimization problems, relaxation methods are also used to generate bounds.

**Linear programming relaxation**: Linear programming relaxation is a straightforward approach that consists in ignoring the integrity constraints of an integer program (IP). Once the integrity constraints are dropped, the problem can be solved using LP solvers. This gives a lower bound for the problem. If the solution found
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satisfies the integer constraints (generally not true), it will be considered as the optimal solution for the IP program. If the relaxed problem is infeasible, then so is the IP program. LP-relaxation is widely used in branch and bound algorithm to solve IP problems in which the branching is performed over the fractional variables.

**Lagrangian relaxation:** Lagrangian relaxations are widely used to generate tight lower bounds for optimization problems. The main idea is to remove some constraints and incorporate them in the objective function. For each constraint, a penalty function is associated. The choice of which constraints are handled in the objective function is important. More complicated constraints to satisfy are preferable as they generate an easiest problem to solve. Given the following LP problem:

\[
\begin{align*}
\text{Max} & \quad c^T x \\
\text{s.t.} & \quad Ax \leq b 
\end{align*}
\]

with \( x \in \mathbb{R}^n \) and \( A \in \mathbb{R}^{m,n} \)

The set of constraints \( A \) is split into two sets: \( A_1 \in \mathbb{R}^{m_1,n} \) and \( A_2 \in \mathbb{R}^{m_2,n} \), where \( m_1 + m_2 = m \). Then, the subset of constraints \( A_2 \) is integrated into the objective function, which gives the following Lagrangian relaxation of the original problem:

\[
\begin{align*}
\text{Max} & \quad c^T x + \lambda^T (b_2 - A_2 x) \\
\text{s.t.} & \quad A_1 x \leq b_1 
\end{align*}
\]

with \( x \in \mathbb{R}^n \), \( A_1 \in \mathbb{R}^{m_1,n} \), and \( A_2 \in \mathbb{R}^{m_2,n} \)

where \( \lambda = (\lambda_1, \ldots, \lambda_{m_2}) \) are nonnegative weights, which penalize the violated constraints \( A_2 \). The efficiency of Lagrangian relaxation depends on the structure of the problem; there is no general theory applicable to all problems. Lagrangian relaxation may find bounds that are tighter than the LP-relaxation. The problem is solved iteratively until optimal values for the multipliers are found. One of the main issues in the Lagrangian relaxation is the generation of the optimal multipliers. This difficult problem can be solved by metaheuristics.

In practice, decomposition methods are used to solve large IP problems. Among the numerous decomposition approaches, one can refer to Bender’s decomposition and Dantzig–Wolfe decomposition.

**Bender’s decomposition:** The Bender’s decomposition algorithm is based on the notion of complicated variables. It consists in fixing the values of complicated variables and solves the resulting reduced problem iteratively [69]. Given a MIP problem:

\[
\begin{align*}
\text{Max} & \quad c^T x + h^T y \\
\text{s.t.} & \quad Ax + Gy \leq b 
\end{align*}
\]

with \( x \in \mathbb{Z}^n_+ \) and \( y \in \mathbb{R}^p_+ \)
If the set of variables $x$ is fixed, the following linear program (LP) is obtained

$$z_{LP}(x) = \max \{ hy/Gy \leq b - Ax \}$$

and its dual

$$\min \{ u(b - Ax)/uG \geq h, u \in \mathbb{R}^m_+ \}$$

If the dual polyhedron is assumed to be not empty and bounded, the MIP model can be formulated as follows:

$$z = \max_{x \in \mathbb{Z}_+^n} (cx + \min_{i \in 1, \ldots, T} (u^i(b - Ax)))$$

This model can be reformulated as

$$z = \max \{ \eta/\eta \leq u^i(b - Ax), \quad i \in 1, \ldots, T, x \in \mathbb{Z}_+^n \}$$

Then, the algorithm finds cutting planes based on the dual problem. The cutting planes are added to the problem and the problem is resolved.

5.2.1.3 Branch and Cut and Price Algorithms

The objective of the following popular techniques is to generate tighter IP relaxations.

**Cutting plane**: Cutting plane approaches have been proposed in 1958 by Gomory [335]. The use of cuts can greatly improve branch and bound algorithms. In general, cutting plane algorithms consist in iteratively adding some specific constraints to the LP-relaxation of the problem. Those constraints represent restrictions to the problem so that the linear programming polytope closely approximates the polyhedron represented by the convex hull of all feasible solutions of the original IP problem. A good survey of branch and cut algorithms and their use for different families of optimization problems may be found in Refs [440, 579].

**Column generation**: Column generation has been first applied by Gilmore and Gomory [317]. Column generation (i.e., Dantzig–Wolfe decomposition) generates a decomposition of the problem into a master and subproblems (Fig. 5.18). A good survey may be found in Ref. [50].

5.2.2 Classical Hybrid Approaches

Exact MP algorithms are known to be time and/or memory consuming. In general, they cannot be applied to large instances of difficult optimization problems. On one hand, their combination with metaheuristics may improve the effectiveness of heuristic search methods (i.e., getting better solutions). On the other hand, this type of combination allows the design of more efficient exact methods (i.e., finding optimal solutions in shorter time). The following sections illustrate, for each class of hybrids
belonging to the presented taxonomy, some hybridization schemes combining exact MP algorithms and metaheuristics.

### 5.2.2.1 Low-Level Relay Hybrid

This class of algorithms represents hybrid schemes in which a metaheuristic approach (resp. exact approach) is embedded into an exact approach (resp. S-metaheuristic approach) to improve the search strategy. In this usual combination, a given metaheuristic or exact algorithm solves a problem of a different nature of the considered optimization problem.

**Embedding S-metaheuristics into exact algorithms:** Indeed, metaheuristics may solve many search problems involved in the design of an exact method such as the node selection strategy, upper bound generation, and column generation (Fig. 5.19):

**FIGURE 5.18** Branch and price approach.

**FIGURE 5.19** LRH cooperation in which a metaheuristic can be used in the design of some search components of branch and X family of algorithms (e.g., branch and bound, branch and cut, branch and price): selection of the node to explore, generation of an upper bound, cutting plane generation, column generation selection, and so on.
• **Bounding:** Providing an upper bound associated with a node of the branch and bound algorithm can be designed using a metaheuristic. Indeed, the partial solution is completed by a given metaheuristic and then a local upper bound is provided.

• **Cutting:** In the branch and cut algorithm, the cutting plane generation problem is a crucial part of the algorithm: the part that looks for valid inequalities that cut off the current nonfeasible linear program solution. Metaheuristics may be used in this separation procedure. For instance, this approach has been proposed for the CVRP (capacitated vehicle routing problem) [39]. Some metaheuristics (e.g., tabu search, greedy heuristics) have been designed to extract a set of violated capacity constraints of the relaxed problem.

• **Pricing:** In the branch and price algorithm, the pricing of columns may be carried out by a metaheuristic [261].

Some metaheuristic ingredients may also be used in tree search algorithms such as the concepts of tabu lists and aspiration criteria [625].

**Embedding exact algorithms into S-metaheuristics:** Many combinations may be designed in which exact algorithms are embedded into search components of S-metaheuristics.

**Very large neighborhoods:** As seen in Section 2.1.2, S-metaheuristics may be improved using very large neighborhoods. The concept of large neighborhoods is also used in the ILS (perturbation operator [517]) and the variable neighborhood search (VNS) metaheuristics. Mathematical programming approaches may be used to efficiently search these large neighborhoods to find the best or an improving solution in the neighborhood (Fig. 5.20). Algorithms such as branch and bound, dynamic programming [621], network flow algorithms [221], and matching algorithms [346] have been used to explore large neighborhoods defined for different important optimization problems. Some hybrid schemes explore the whole neighborhood while other neighborhood search algorithms explore a subset of the neighborhood. If no
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**Figure 5.20** LRH cooperation where a mathematical programming approach can be used for the efficient search of a very large neighborhood in S-metaheuristics.
polynomial-time algorithm exists to search the whole neighborhood, a partial search is generally performed.

**Example 5.12 Hyperopt.** The hyperopt S-metaheuristic explores only a subset of a very large neighborhood [97]. The hybrid algorithm has been used to solve the asymmetric traveling salesman problem. The move operator is based on hyperedges that represent subpaths of the tour. A hyperedge \( H(i, j) \) is represented by its start node \( i \), end node \( j \), and length \( k \). A \( k \)-hyperopt move consists in deleting two hyperedges \( H(i_1, i_{k+1}) \) and \( H(j_1, j_{k+1}) \) of length \( k \). It is supposed that \( H(i_1, i_{k+1}) \cap H(j_1, j_{k+1}) = \emptyset \), that is, the hyperedges share no common edges. Then, the move operator adds edges to the hyperedges \( H(i_{k+1}, j_1) \) and \( H(j_{k+1}, i_1) \) to construct a feasible tour (Fig. 5.21). The size of the hyperedge neighborhood grows exponentially with \( k \). The neighborhood search algorithm is reduced to a smaller TSP problem. The algorithms used are based on enumeration for small \( k \) and a dynamic programming algorithm for medium values of \( k \).

Some search concepts of exact algorithms may be used in S-metaheuristics. Efficient mathematical programming approaches that generate “good” lower bounds exist for many optimization problems. Information related to lower bounds, obtained, for example, by Lagrangian relaxation, can be exploited into a metaheuristic to intensify the search in promising regions of the search space. For instance, information based on Lagrangian multipliers are exploited to guide the metaheuristic in solving the set covering problem [63]. Lower bounds have been used in S-metaheuristics such as tabu search to improve the search [221,376].

**FIGURE 5.21** Large neighborhood based on hyperedge for the asymmetric traveling salesman problem.
5.2.2.2 Low-Level Teamwork Hybrids

Recall that in this class of hybrid algorithms, a search component of a P-metaheuristic is replaced by another optimization algorithm. Concerning the combination of P-metaheuristics and MP algorithms, two main hybrid approaches may be considered: exact search hybrid algorithms in which a P-metaheuristic is embedded into an exact algorithm and heuristic search algorithms in which an exact algorithm is embedded into a P-metaheuristic.

**Embedding a P-metaheuristic into an exact algorithm:** As mentioned previously in this chapter, the following questions arise in designing a branch and bound algorithm:

- **Branch ordering:** How the problem to solve (node of the tree) is decomposed into subproblems? On which variable the next branching is applied? Indeed, near-optimal solutions obtained by metaheuristics may guide the branch and bound to apply an efficient branch ordering by giving preference to branches that share common values with near-optimal solutions.

  The node selection problem in tree search based on branch and bound may be solved by metaheuristics. For instance, genetic programming approaches have been used to deal with the node selection problem [477].

- **Variable selection:** In which subproblem (child node) the search will be performed in the next step? What value should first be assigned to the branching variable? Information obtained from branch and bound tree can be used by heuristic algorithms to determine a better strategy for variable selection [477].

An exact algorithm constructs partial solutions that are used to define a search space for a metaheuristic. Then, the obtained results are exploited to refine the bounds or generate the columns into a branch and cut algorithm.

**Example 5.13 Local branching.** The local branching exact approach has been proposed in Ref. [263]. It uses the principle of local search heuristics. The search space is partitioned by introducing branching conditions expressed through (invalid) linear inequalities called local branching cuts. Let us consider a MIP problem with \( \{0, 1\} \) variables. The \( k \)-opt neighborhood is considered. The main principle of the local branching method is to iteratively solve a subproblem corresponding to the neighborhood \( k \)-opt of a partial solution \( s \). Two partitions are then considered: \( p_1 = \{ x \in \{0, 1\}^n / \Delta(x, s) \leq k \} \) and \( p_2 = \{ x \in \{0, 1\}^n / \Delta(x, s) \geq k + 1 \} \), where \( \Delta \) represents the Hamming distance and \( n \) the size of the problem. The problem associated with \( p_1 \) is solved. A new subproblem is generated if an improved solution is found. Otherwise, the other problem is solved using the standard procedure.

**Embedding an exact algorithm into P-metaheuristic:** In this hybrid scheme, some search components of a P-metaheuristic induce optimization problems that are solved by exact algorithms (Fig. 5.23).

**Example 5.14 Exact algorithms into recombination operators.** Exact algorithms may be integrated into recombination operators of P-metaheuristics such as evolutionary algorithms to find the best offspring from a large set of possibilities. The induced problem \( \text{Recombination} \ (S_1, S_2) \) is defined to generate the best offsprings
from the parents $S_1$ and $S_2$. A common idea is to keep the common elements of the parents and explore all the other possibilities to generate better offsprings (Fig. 5.22). For instance, a branch and bound algorithm (resp. dynamic programming) has been used into the crossover operator of a genetic algorithm in solving permutation problems [163] (resp. [831]). For some specific problems, polynomial exact algorithms may also be used such as minimum spanning tree algorithms [406], matching algorithms in a bipartite graph [11,46] for optimized crossover operators.

Large neighborhood search algorithms integrated into P-metaheuristics belong typically to the LTH class of hybrids. For instance, the mutation operator in EAs can also be substituted by MP algorithms, which explore large neighborhoods (Fig. 5.23).

**Exact decoding:** Exact algorithms can also be used as decoders of incomplete solutions carried out by metaheuristics. This hybrid strategy is applied in the case where metaheuristics use an incomplete encoding for the problem. Once a good

**FIGURE 5.22** Using exact algorithms in recombination operators (e.g., crossover) of P-metaheuristics.

**FIGURE 5.23** LTH heuristic cooperation: exact algorithms are used as search components of a P-metaheuristic (e.g., recombination, mutation).
incomplete solution is found, exact algorithms complete optimally the missing part of the encoding.

**Exact search ingredients:** Some search ingredients of exact algorithms can also be used in P-metaheuristics:

- **Lower bounds:** The use of lower bounds in a P-metaheuristic can improve the search. Lower bounds have been used in the construction phase of the ant colonies P-metaheuristic to solve the quadratic assignment problem [527]. The well-known Gilmore–Lawler lower bound and the values of the dual variables are used to order the locations during the construction phase. The impact of the location on a given QAP instance depends on the value of its associated dual variable. The concept of bounds has been used into evolutionary algorithms for the mutation and the crossover operators [222, 761]. Indeed, partial solutions that exceed a given bound are deleted. The bounds are computed using the linear and Lagrangian relaxation and tree search methods.

- **Partial solutions:** The evaluated partial solutions (subproblems) maintained by the branch and bound family of algorithms may provide interesting initial solutions to improve. The evaluation of these partial solutions will guide the metaheuristics to more promising regions of the search space [527]. The partial solution with the least cost lower bound suggests a promising region by giving additional information.

5.2.2.3 High-Level Relay Hybrids This class of cooperation, where self-contained algorithms are used in sequence, is the most popular in practice. This may be seen as a preprocessing or a postprocessing step. Some information is provided in the sequence between the two families of algorithms (metaheuristics and MP algorithms) (Fig. 5.24).

![FIGURE 5.24](image)

HRH cooperation: information provided by metaheuristics to MP algorithms.
Information provided by metaheuristics: In the case where the information is provided by the metaheuristics, the most natural and trivial hybrid approach is to start with a metaheuristic to find a “good” upper bound that will be used by a MP algorithm in the bounding phase (Fig. 5.24). Indeed, the efficiency of the search (pruning phase) largely depend on the quality of the upper bound.

Using the characteristics of generated high-quality solutions, metaheuristics can be used to reduce the size of the original problem. Then, the exact method can be applied to solve the reduced problem. This approach is interesting for optimization problems where “good solutions” share many components [33]. This allows to reduce the problem into a much smaller problem that can be solved exactly by state-of-the-art mathematical programming algorithms. The reduction phase may be concerned with the following:

- **Partitioning of decision variables:** In this strategy, the decision variables are partitioned into two sets $X$ and $Y$. The metaheuristic will fix the variables of the set $X$ and the exact method will optimize the problem over the set $Y$. Hence, the generated subproblems are subject to free variables in the set $Y$ and fixed variables in the set $X$. Those subproblems are solved exactly.

  A set of high-quality solutions may be obtained by a P-metaheuristic or an iterated S-metaheuristic. The characteristics of this set can be exploited to define smaller problems by fixing some variables and solve the resulting subproblems by exact algorithms. An example of such strategy is the Mimausa method for the quadratic assignment problem [535]. The method builds at each iteration a subproblem by fixing $k$ decision variables and solves it by a branch and bound algorithm.

**Example 5.15  Reducing problems by metaheuristics to be solved by MP algorithms.** Analyzing the landscape for the TSP problem, one can observe that local optimum solutions share many edges with the global optimum and they are concentrated in the same region of the search space (big valley structure) [750]. This characteristic has been exploited in Ref. [152] to design one of the most efficient heuristics for the TSP: the tour merging heuristic. The tour merging heuristic consists of two phases: the first phase generates a set $T$ of “good” tours using the Lin–Kernigham algorithm on the input graph $G = (V, E)$. Then, a dynamic programming algorithm is applied on a restricted graph $G' = (V, E')$, where $E' = \{e \in E/\exists t \in T, e \in t\}$. The exact algorithm solves instances up to 5000 cities.

For the p-median problem, the same remark holds in the analysis of its landscape [663]. The first phase is based on an iterated S-metaheuristic using different random initial solutions. The problem is reduced in terms of the number of nodes (location facilities) using the concentration set (CS) concept. The integer programming model of the restricted problem is solved using, respectively, a linear programming relaxation (CPLEX solver) and a branch and bound. The authors exploit the fact that more than 95% of linear programming relaxation optimal solutions are integers.
For continuous optimization, HRH hybrid schemes are very popular. For instance, a hybrid method combining tabu search and the simplex algorithm provides interesting results in solving complex continuous functions [127].

- **Domain reduction**: This strategy consists in reducing the domain of values that the decision variables can take. The metaheuristic will perform a domain reduction for the decision variables and then an exact method is used over the reduced domains. For instance, a GA may be used to find promising ranges for decision variables and then tree search algorithms are considered to find the optimal solution within those ranges [572].

**Information provided by exact algorithms**: In the case where the information is provided by an exact algorithm, many hybrid approaches may be designed:

- **Partial solutions**: Partial solutions are first provided by an exact algorithm which are then completed by a metaheuristic (Fig.5.25).
- **Problem reduction**: In this strategy, a problem reduction is carried out by an exact algorithm. For instance, a tree search algorithm has been used to reduce the size of a nurse scheduling problem [223]. Then, a tabu search strategy is applied to solve the problem within a simplified objective function [223].
- **Relaxed optimal solutions and their duals**: The optimal solutions for relaxed formulation (e.g., LP-relaxation, Lagrangian relaxation) of the problem and its duals may be exploited by metaheuristics.

**Example 5.16 LP-relaxations as an input for metaheuristics.** Information gathered from solutions obtained by LP-relaxations of MIP problems may be used as an input for a metaheuristic. A straightforward approach is the “dive and fix” strategy, where
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the value of a subset of the integer variables are fixed and the resulting LP problem is
solved. This strategy iterates until the LP finds an integer solution. This will restrict
the search space of metaheuristics in promising regions. This idea has been used to design an
efficient hybrid approach for the 0–1 multidimensional knapsack problem [792]. Many
linear relaxations of the MIP formulation of the problem, including different constraints
on the number of elements of the knapsack, are solved exactly. The obtained solutions
are exploited to generate initial solutions for multiple tabu search metaheuristics.

5.2.2.4 High-Level Teamwork Hybrids  Few strategies belong to this class of
hybrid that combine metaheuristics and MP algorithms in a parallel cooperative way.
However, this is a promising class of hybrids. A set of agents representing metaheuris-
tics and MP algorithms are solving global, partial, or specialist optimization problems
and exchanging useful informations. The majority of proposed approaches fall in the
class of partial and specialist hybrids. Indeed, the search space is generally too large
to be solved by an exact approach. One of the main issues in the HTH hybrid is
the information exchanged between metaheuristics and MP algorithms. The different
complementary algorithms solving different problems may exchange any informa-
tion gathered during the search to improve the efficiency and the effectiveness of the
hybrid approach: solution(s), subproblems, relaxed optimal solutions and its duals,
upper bounds, lower bounds, optimal solutions for subproblems, partial solutions,
and so on.

Example 5.17 Parallel cooperation between a branch and bound algorithm and
a S-metaheuristic. In a parallel cooperation between branch and bound algorithm and
a S-metaheuristic, the following information may be exchanged (Fig. 5.26):

- From a branch and bound algorithm to a S-metaheuristic: A subproblem of the
  branch and bound (node of the tree, partial solution) with least-cost lower bound
  may be used by a S-metaheuristic to generate an initial solution. The lower bound is
  used to predict potential interesting search regions. This process may be initiated as
  a diversification search, when the classical “intensification” process is terminated.
  Indeed, this partial solution provides a promising area for a S-metaheuristic to

FIGURE 5.26 HTH cooperation between metaheuristics and MP algorithms.
explore. The nonexplored node list maintained by a branch and bound provides a metaheuristic with new initial solutions.

- **From a S-metaheuristic to a branch and bound algorithm:** The best solution identified so far by a metaheuristic may be used in branch and bound algorithms for a better pruning of the search tree. Indeed, the better is the upper bound, the more efficient is the pruning of the search tree. This information is exchanged each time the best solution found is improved.

In generalist and global hybrids, where all the algorithms are solving the same target problem, the space of design is reduced. For instance, a parallel HTH hybrid that consists in combining a branch and bound algorithm with simulated annealing has been designed [587]. The SA algorithm sends improved upper bounds to the exact algorithm. Any integer bound obtained by the B&B execution is passed to SA and used as an alternative reheated solution.

In specialist hybrids, where the algorithms are solving different problems, many strategies may be proposed (Fig. 5.27). For instance, a parallel cooperation between a local search metaheuristic and a column generation (branch and price) algorithm to solve the VRP problem has been proposed [116]. The local search algorithm is used to generate new columns for a branch and cut algorithm.

Extending the grammar, presented in Section 5.1.3, with hybrid schemes combining metaheuristics with exact optimization algorithms has been presented in Ref. [433]. More than 60 annotated hybrid approaches are detailed in the paper. Other examples of combining metaheuristics with exact algorithms may be found in the survey papers [212,433,628].

**FIGURE 5.27** Specialist HTH cooperation between S-metaheuristics and MP algorithms.
5.3 COMBINING METAHEURISTICS WITH CONSTRAINT PROGRAMMING

Constraint programming is a modeling and an exact search paradigm based on constraint satisfaction techniques, which are largely used in the artificial intelligence community [34]. CP has been applied successfully to many combinatorial optimization problems with tightly constrained search problems, while metaheuristics perform well for underconstrained optimization problems.

Nowadays, more and more hybrid approaches combining metaheuristics and constraint programming are used to solve optimization problems. Indeed, metaheuristics and constraint programming are complementary search and modeling approaches, which may be combined naturally to solve optimization problems in a more efficient manner [271]. One of the main advantages of using constraint programming is its flexibility. Models are based on a declarative programming paradigm. Hence, the addition/deletion of new constraints in the model is straightforward.

5.3.1 Constraint Programming

Optimization problems in constraint programming are modeled by means of a set of variables linked by a set of constraints. The variables take their values on a finite domain of integers. The constraints may have mathematical or symbolic forms. Global constraints refer to a set of variables of the problem. An example of such global constraints is all_different(\(x_1, x_2, ..., x_n\)), which specifies that all the variables \(x_1, x_2, ..., x_n\) must be different.

Solving a feasibility problem in CP is based on interleaving the propagation and the search processes to find a feasible solution for the problem. Minimizing an objective function may be reduced to solve a given number of feasibility problems.

A propagation algorithm is associated with each (or a set of) constraint(s). It consists in filtering (or reducing) from variable domains the values that cannot lead to feasible solutions. The propagation algorithm is terminated once no more values can be eliminated from the variable domains.

Once the propagation phase is finished, there may remain some inconsistent values in the variable domains. Therefore, a search algorithm is launched. The search algorithm is based on a tree search procedure where a branching step is applied by partitioning the current problem into subproblems. Branching may be done by instantiating a given variable to a feasible value of its domain or adding a new constraint.

The questions arising in designing a search algorithm in CP are more or less similar to those of branch and bound algorithms:

- **Branch ordering:** How the problem to be solved (node of the tree) is split into subproblems when the propagation algorithm is inconclusive? On which variable the branching is applied next?

\(^8\)The term complete is always used in the CP community.
• **Variable selection**: In which subproblem (child node) the search continue next? What value should be first assigned to the branching variable?

**Example 5.18**  A CP model for Sudoku. Nowadays, the Sudoku logic game is very popular. The principle of the game is to fill a 9 × 9 grid so that each row and each column contains the numbers from 1 to 9. Moreover, each of the nine 3 × 3 boxes contains the numbers from 1 to 9. A partially completed grid is provided as an input for each game setting. A CP model using the Gecode solver may be the following:

```ruby
Algorithm 5.1  CP model for Sudoku.

```class Sudoku < Gecode::Model
    def initialize(predefined_values)
        # Create the squares representing the integer variables.
        @squares = int_var_matrix(9, 9, 1..9)
        # Distinctness constraint.
        9.times do |i|
            # All rows must contain distinct numbers.
            @squares.row(i).must_be.distinct
            # All columns must contain distinct numbers.
            @squares.column(i).must_be.distinct
            # All 3x3 boxes must contain distinct numbers.
            @squares.minor((i % 3) * 3, 3, (i / 3) * 3).must_be.distinct
        end
        # Place the constraints from the predefined squares on them.
        predefined_values.row_size.times do |i|
            predefined_values.column_size.times do |j|
                unless predefined_values[i,j].zero?
                    @squares[i,j].must == predefined_values[i,j]
                end
            end
        end
    end
end
```

The `must_be.distinct` constraint has been used to model the three constraints of the problem (row, column, 3 × 3 boxes). The rest of the model represents the input setting of the game. It assigns the predefined values to squares of the grid (otherwise by default it is 0). Figure 5.28 illustrates a solution for a given game input.

### 5.3.2 Classical Hybrid Approaches

Many combination schemes show that the hybridization of metaheuristics and CP is fruitful for some optimization problems. The following sections illustrate, for each class of hybrids belonging to the presented taxonomy, some hybridization schemes.
5.3.2.1 Low-Level Relay Hybrids

As within mathematical programming approaches, constraint programming may be used to explore large neighborhoods in S-metaheuristics (full or partial). Indeed, when the propagation tends to reduce the search space, CP is an efficient approach in modeling the expression of neighborhoods and exploring very large neighborhoods with side constraints [698]. Two different types of exploration may be applied:

- **Neighborhoods with expensive testing of feasibility**: Neighborhoods around the current solution are defined by adding side constraints to the original problem. Checking the feasibility for all side constraints by CP may be efficient. Indeed, the feasibility test of solutions may be an expensive task. The propagation algorithms of CP reduce the size of neighborhoods.

- **Large neighborhoods**: Optimizing the exploration of the neighborhood with in-lined constraint checks. For instance, the problem of searching very large neighborhoods is tackled with a constraint programming solver in the resolution of vehicle routing problems [611]. A CP model has been proposed for the neighborhood, where every feasible solution represents a neighbor. A given subset of decision variables may also be fixed [33]. A CP search has been carried out over the uninstantiated variables to solve a scheduling problem. A similar approach has been proposed in Ref. [698] for a vehicle routing problem, and in Ref. [110] for a job-shop scheduling problem.

5.3.2.2 Low-Level Teamwork Hybrids

In this class of LTH hybrid between metaheuristics and CP, two main categories may be distinguished: exact search hybrid algorithms in which a metaheuristic is embedded into constraint programming and heuristic search algorithms in which constraint programming is embedded into a P-metaheuristic.
Embedding metaheuristics into constraint programming: Metaheuristics may be used to improve the search algorithm in CP. The following hybrid approaches may be applied to converge more quickly to the optimal solution or approximating “good” solutions:

- **Node improvement:** Metaheuristics may be applied to partial solutions of the tree to improve or repair the nodes of the search tree. A greedy approach may also explore a set of paths from a node of the search tree. Then, CP search continue from the improved solutions [113].

- **Discrepancy-based search algorithms:** This approach generates near-greedy paths in a search tree. This approach has been used in limited discrepancy search [369] and dynamic backtracking [318]. Look-ahead evaluation of greedy algorithms may also be used over the nodes of the search tree [113].

- **Branch ordering:** Metaheuristics may be applied to answer the following question: which child node to investigate first when diving deeper into the node. Metaheuristics may be used to give a preference to a branch that is consistent with the near-optimal solution. Indeed, the use of metaheuristics produces a better variable ordering and then will speed up the tree search. This approach has been used for solving satisfiability problems [693].

  Metaheuristics may also be considered to solve relaxed problem. At each node, the subproblem is relaxed by removing some constraints. The violated constraints in the obtained solution will form the basis for branching. For instance, this approach has been used to solve a scheduling problem [443,574].

- **Variable selection:** Metaheuristics are used for variable selection at each node of the tree. This strategy consists in reducing the list of candidates. A straightforward strategy has been used in Ref. [256]. Let \( v_1, v_2, ..., v_n \) be the possible branches in a decreasing order of preference (lower bound \( h(v_i) \)). The strategy consists in selecting the \( u \) branches such as \( h(v_i) \leq h(v_1) + \alpha(h(v_n) - h(v_1)) \), where \( \alpha \in [0, 1] \) is a parameter. These branches constitute the RCL list (restricted candidate lists), whereas the other branches are not explored.

- **Branching restriction:** Metaheuristics may be used to filter the branches of the tree-search node. This hybrid scheme has been proposed to solve a scheduling problem [115].

CP can construct partial solutions that are used to define a search space for a metaheuristic. Then, the results obtained are used to refine the bounds or columns to generate in a branch and cut algorithm.

Embedding constraint programming into P-metaheuristics: Some search components of a P-metaheuristic induce optimization problems, which are solved by CP. For instance, some recombination operators such as crossover in EAs may be optimized using CP. In addition to the recombination operators, large neighborhood search algorithms based on CP can be integrated into unary operators of P-metaheuristics such as the mutation in EAs.
Some search ingredients of constraint programming algorithms can also be used in P-metaheuristics. For instance, the use of lower bounds in a P-metaheuristic can improve the search. The partial solutions (subproblems) maintained by CP may provide interesting initial solutions to metaheuristics. The evaluation of these partial solutions will guide the metaheuristics to more promising regions of the search space. The partial solution with the least-cost lower bound suggests a promising region.

CP algorithms can also be used as decoders of indirect representations carried out by metaheuristics. This strategy may be applied once the metaheuristics use indirect encoding that represent incomplete solutions of the problem. This strategy is efficient when the decoding involves complex constraints to satisfy.

5.3.2.3 High-Level Relay Hybrids In this class of hybrids, self-contained metaheuristics are used in conjunction with CP in a pipeline manner. Metaheuristics are considered as a preprocessing or a postprocessing step for CP.

Information provided by metaheuristics: In the case where the informations are provided by metaheuristics, similar information exchanges as with mathematical programming algorithms may be used: upper bounds, incomplete solutions, subproblems, and so on.

Information provided by constraint programming: In the case where the information is provided by CP, the same information as with mathematical programming\textsuperscript{9} may be considered: partial solutions (i.e., subproblems), optimal solutions for relaxed problems, and so on.

For instance, heuristic search-based hybrid scheme may be applied to solving some generated subproblems by CP. A subset of variables are assigned values using a complete search approach. This approach has been used for scheduling problems [586] and routing problems [698]. This hybrid scheme has also been proposed to solve satisfiability (SAT) problems, where a depth-bounded tree search is carried out and a local search procedure is applied to nodes reaching the depth-limit [349]. CP can also be applied to an incomplete formulation of the problem. For instance, all (or a set of) feasible solutions are generated by a CP strategy. Then, a metaheuristic will be applied to improve feasible solutions represented by the leaves of the CP tree.

5.3.2.4 High-Level Teamwork Hybrids Few hybrid HTH strategies combining CP and metaheuristics have been investigated. This class constitutes a promising way to develop efficient solvers and optimization algorithms. The architecture of this class of hybrids may be viewed as a set of agents implementing different strategies (CP, metaheuristics, MP) in solving the target problem, and different subproblems and relaxed problems. These agents will exchange information on the search. For an exact approach, the objective is to speed up the search for obtaining an optimal solution (efficiency). For a heuristic strategy, the objective is also to improve the quality of the obtained solutions (effectiveness). The information exchanged may include

\textsuperscript{9}However, the duals cannot be considered.
solution(s), subproblems, relaxed optimal solutions, upper bounds, lower bounds, optimal solutions for subproblems, partial solutions, and so on. (Fig. 5.29).

5.4 HYBRID METAHEURISTICS WITH MACHINE LEARNING AND DATA MINING

Combining metaheuristics with data mining and machine learning techniques represents another way to improve the efficiency and effectiveness of the optimization algorithms based on metaheuristics.

5.4.1 Data Mining Techniques

Data mining (DM), also known as knowledge discovery in databases (KDD), is the process of automatically exploring large volumes of data (e.g., instances described according to several attributes) to extract interesting knowledge (patterns). To achieve this goal, data mining uses computational techniques from statistics, machine learning, and pattern recognition.

Various data mining tasks can be used depending on the desired outcome of the model. Usually a distinction is made between supervised and unsupervised learning. Classical tasks of supervised learning are (Fig. 5.30) as follows:

- **Classification**: Examining the attributes of a given instance to assign it to a predefined category or class.
- **Classification rule learners**: Discovering a set of rules from the data that forms an accurate classifier.
The most common tasks of unsupervised learning are as follows:

- **Clustering**: Partitioning the input data set into subsets (clusters), so that data in each subset share common aspects. The partitioning is often indicated by a similarity measure implemented by a distance.

- **Association rule learners**: Discovering elements that occur in common within a given data set.

The feature selection task objective consists in reducing the number of attributes (i.e., dimensionality of the data set). Feature selection is often considered as a necessary preprocessing step to analyze data characterized by a large number of attributes. It allows to improve the accuracy of the extracted models. Two models of feature selection exist depending on whether the selection is coupled with a learning scheme or not. The first one, the *filter model*, which carries out the feature subset selection and the learning (e.g., classification, clustering) in two separate phases, uses a measure that is simple and fast to compute. The second one, the *wrapper method*, which carries out the feature subset selection and learning in the same process, engages a learning algorithm to measure the accuracy of the extracted model. From the effectiveness point of view, wrapper methods are clearly advantageous, since the features are selected by optimizing the discriminating power of the finally used learning algorithm. However, their drawback is a more significant computational cost.

Metaheuristics have been largely used to solve data mining tasks with a great success. However, using data mining techniques to improve the efficiency and effectiveness of metaheuristics, which is our concern in this chapter, is less studied. This hybridization scheme can be viewed as knowledge extraction and integration into metaheuristics. This knowledge may take different forms. Figure 5.31 describes some ways to integrate knowledge into metaheuristics.

Three criteria will be used to refine our classification [435]:

- **Time of extracting the knowledge**: Two kinds of hybridizations can be distinguished, depending on the time of extracting the used knowledge. Hybridizations that extract the knowledge before the search starts are called *off-line knowledge* strategies and combinations where the knowledge is extracted dynamically during the search are described as *online knowledge* strategies.
• **Aim of the hybridization:** Either the combination allows to improve the efficiency of the algorithm by reducing the search time, or the combination is used to improve the effectiveness of the algorithm leading to better quality of solutions. The efficiency may be carried out by approximating the objective function or reducing the size of the search space. The effectiveness may be improved by incorporating some knowledge into the search components or by updating the parameters of the metaheuristics in an adaptive way. Of course, a given hybridization may improve both criteria: efficiency and effectiveness.

• **Involved component:** As presented in previous chapters, a metaheuristic is composed of different search components. Hybridization can occur in any search component such as encoding of solutions, initialization of solutions, search variation operators (e.g., mutation, crossover, neighborhood), and so on. It may also be used to fix the parameters of the algorithm or define the optimization problem to be solved (e.g., objective function).

### 5.4.2 Main Schemes of Hybridization

In the following sections, some hybridization schemes between metaheuristics and data mining techniques are presented according to each class of the general taxonomy.

#### 5.4.2.1 Low-Level Relay Hybrid

In traditional S-metaheuristics, greedy or multistart strategies (e.g., GRASP algorithm) do not use any information on the search of previous iterations to initialize the next search even if the tabu search algorithm uses the concept of memory to guide the search. Hence, some knowledge may be introduced in these families of metaheuristics.

**Optimization model:** The extracted knowledge may be used to transform the target optimization problem. For instance, in the ART (adaptive reasoning technique) online approach, the search memory is used to learn the behavior of a greedy algorithm [606]. Some constraints are added to the problem. These constraints are generated from the noninteresting visited solutions according to the values associated with their decision variables. Similar to the tabu list strategy, these constraints are dropped after a given number of iterations.

**Parameter setting:** Another LRH hybrid approach provides a dynamic and adaptive setting of the parameters of a S-metaheuristic. Indeed, knowledge extracted during the search may serve to change dynamically at run time the values of some parameters such as the size of the tabu list in tabu search, the temperature in simulated annealing.
This dynamic setting may also concern with any search component of a S-metaheuristic such as the neighborhood and the stopping criteria.

### 5.4.2.2 Low-Level Teamwork Hybrids

This hybrid scheme is very popular in P-metaheuristics.

**Search components:** A straightforward LTH hybrid approach consists in using data mining techniques in recombination operators of P-metaheuristics. In this class of hybrids, the knowledge extracted during the search is incorporated into the recombination operators for the generation of new solutions (Fig. 5.32). From a set of solutions (e.g., current population, elite solutions), some models are extracted that may be represented by classification rules, association rules, decision trees, and so on. These models (patterns) will participate in the generation of new solutions to intensify or diversify the search.

**Example 5.19 Integrating knowledge into recombination operators.** In this hybrid scheme, a set of decision rules describing the generated solutions are extracted. For instance, classification rules describing the best and worst individuals of the current population are extracted [549]. These rules are generated using the AQ learning algorithm, a general decision rule learning algorithm (Fig. 5.33). The extracted rules are incorporated into the search operators.
Rule: If $X4 = 5$ and $X6 < 2$ then class = best

* * * 5 * 1 * *

FIGURE 5.34 Crossover operator using the induced rule as a pattern. For instance, the extracted pattern (...5.1...) is included into the offsprings.

into the crossover operator of an evolutionary algorithm to reduce the search space for the offsprings (Fig. 5.34). The obtained results indicate that those learnable evolution models allow to speed up the search and improve the quality of solutions [549].

EDA (estimation of distribution algorithms) (see Section 3.4.1) can also be considered as LTH hybrids using estimated probability distributions to generate new solutions. Similarly, cultural algorithms use high-quality individuals to develop beliefs constraining the way in which individuals are transformed by genetic operators [653] (see Section 3.4.4). In cultural algorithms, beliefs are formed based on each entity’s individual experiences. The reasoning behind this is that cultural evolution allows populations to learn and adapt at a rate faster than pure biological evolution. Importantly, the learning that takes place individually by each entity is passed on to the remainder entities of the group, allowing learning to take place at a much faster rate.

Civilized genetic algorithms constitute another LTH hybrid approach integrating concepts from machine learning [688]. They differ from Darwinian evolution as they keep information of the population to avoid doing the same errors. The knowledge is dynamically updated during the successive generations. They have been applied to binary encodings in which a preprocessing step using a genetic algorithm is carried out to obtain a diverse population.

Parameter setting: A dynamic setting of the parameters of a P-metaheuristic can be carried out by a data mining task. Any parameter of a P-metaheuristic, such as the mutation and crossover probabilities in evolutionary algorithms, the pheromone update in ant colonies, and the velocity update in particle swarm optimization, can be modified dynamically during the search. Indeed, knowledge extracted during the search may serve to change dynamically at run time the values of these parameters. For instance, the initialization of the mutation rate may be adjusted adaptively by computing the progress of the last applications of the mutation operator [386,783]. Hence, it becomes possible to determine the probabilities of application of a given operator in an adaptive manner where the more efficient is an operator, the more significant is its probability of application. Another approach could be to analyze in detail the new individuals generated by operators (in terms of quality and diversity) using clustering algorithms. This would give valuable information that can help to set the new application probabilities.
Optimization model: Many optimization problems such as engineering design problems are concerned with the expensive objective functions. In this hybrid scheme, supervised classification algorithms can be used to approximate the objective function during the search (see Section 1.4.2.5). The number of solutions to evaluate according to the real objective function can also be reduced. In this case, already evaluated solutions will represent the predefined classes. A nonevaluated solution is classified using, for example, the $k$-nearest-neighbor classification algorithm. The objective function of a given solution is then approximated using the evaluated solution of the associated class.

This process may also be carried out by clustering algorithms using fitness imitation. A clustering algorithm is applied to a population of solutions to be evaluated. Each cluster will have a representative solution. Only the solution that represents the cluster is evaluated [416, 463, 638]. Then, the objective function of other solutions of the cluster is estimated in respect to its associated representative\(^{10}\) (Fig. 5.35). Different clustering techniques may be used such as $K$-means and fuzzy $c$-means.

5.4.2.3 High-Level Relay Hybrid In this HRH hybrid approach, a priori knowledge is first extracted from the target optimization problem. Then, this knowledge is used in the metaheuristic for a more efficient search. The previously acquired knowledge may be obtained from previous experimentations, an expert landscape analysis, and so on. Many schemes may be introduced into this traditional hybrid class.

\(^{10}\)This scheme is called fitness imitation or fitness inheritance.
Search components: For instance, data mining algorithms may be applied to the initialization of solutions. Instead of generating the initial solutions randomly, problem knowledge can be used to generate solutions that integrate “good” patterns.

Example 5.20 Anytime learning algorithm in dynamic optimization. A genetic algorithm has been initialized with a case-based reasoning in a tracker/target simulation with a periodically changing environment[632]. Case-based initialization (learning agent) allows the system to automatically bias the search of the GA toward relevant areas of the search space in a changing environment (dynamic optimization problem). This scheme may be seen as a general approach to continuous learning in a changing environment. The learning agent continuously tests search strategies using different initial solutions. This process allows the update of the knowledge base on the basis of the obtained results. This knowledge base generated by a simulation model will be used by any search agent.

Parameter setting: The same hybrid scheme may be used within the initialization of the parameters of any metaheuristic. As mentioned in previous chapters, a difficult part in designing metaheuristics deals with the setting of their parameters. Indeed, many parameters compose metaheuristics such as the probability of application of a given operator, the tabu list, the size of the population, or the number of iterations? An empirical approach consists in both running several times the metaheuristic with different parameter values and trying to select the best values. If the number of trials or the number of parameters is important, determining the best set of parameters may require some statistical analysis (see Section 1.6.1). This may be seen as a data mining help (Fig. 5.36).

Optimization model: Data mining techniques can also be used in decomposing the optimization problem handled by a metaheuristic. For instance, in optimization problems dealing with Euclidean distances, such as vehicle routing and the P-median
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optimization problems, clustering algorithms may be used to decompose the input space into subspaces. Metaheuristics are then used to solve those subproblems associated with the subspaces. Finally, a global solution is built using partial final solutions.

**Example 5.21 Clustering routing problems.** Some efficient techniques in solving routing problems (e.g., TSP, VRP) decompose the operational space into subspaces using clustering algorithms such as the K-means or the EM (expectation maximization) algorithm (Fig. 5.37). Indeed, a metaheuristic is then used to solve the different subproblems. This approach is interesting for very large problem instances.

A popular off-line hybrid scheme for expensive objective function consists in approximating the objective function of the problem. Indeed, in many complex real-life applications, the objective function is very expensive to compute. The main objective of this hybrid approach is to improve the efficiency of the search. The approximation can be used either for expensive objective functions or multimodal functions. A comprehensive survey on objective function approximations may be found in Ref.[413]. Data mining approaches are used to build approximate models of the objective function. In this context, previously evaluated solutions are learned by a data mining algorithm to approximate the objective function of other individuals (Fig. 5.38). Many learning algorithms may be used such as neural networks (e.g., multilayer perceptrons, radial-basis-function networks). The main issue here is to obtain a “good” approximation in terms of maximizing the quality and minimizing the computing time. Many questions arise in the design of this hybrid scheme such as which proportion of the visited solutions are evaluated using the approximation and at what time or in which component of the search algorithm the approximation is used.
5.4.2.4 **High-Level Teamwork Hybrid** A HTH approach is a hybrid scheme in which a dynamically acquired knowledge is extracted in parallel during the search in cooperation with a metaheuristic (Fig. 5.39). Any online learning algorithms can be used to extract knowledge from informations provided by metaheuristics such as elite solutions, diversified set of good solutions, frequency memory, recency memory, and so on. From this input, the data mining agent extracts useful information to be used by metaheuristics to improve the search. Any statistical indicator for landscape analysis of a problem may also be used.

**Example 5.22** Data mining in population management of a P-metaheuristic. Using the same scheme of cooperation, data mining approaches can be used to manage the population of a P-metaheuristic. Managing a population deals with the intensification and the diversification tasks of a metaheuristic. Diversification may be carried out by...
injecting new individuals into the population during the search. In leading the search to promising search spaces, it could also be interesting to regularly introduce individuals that are built based on information of the past encountered high-quality solutions.

Such an approach has been proposed in the CIGAR (case injected genetic algorithm) algorithm [516]. The aim of CIGAR is to provide periodically the genetic algorithm solutions that suit to similar instances/problems. Hence, a classification task is carried out to find similar instances in a case base. CIGAR has been successfully applied to several problems such as the job-shop scheduling and circuit modeling. For instance, a combination of a GA with the Apriori algorithm has been used to discover interesting subroutines for the oil collecting vehicle routing problem [173]. The obtained subroutes are inserted into the new individuals of the population. Another illustrative example is the combination of the GRASP heuristic with Apriori like-algorithms to extract promising patterns from elite solutions [654].

5.5 HYBRID METAHEURISTICS FOR MULTIOBJECTIVE OPTIMIZATION

The taxonomy for hybrid metaheuristics presented in this chapter holds in solving multiobjective optimization problems (MOPs). However, the design of hybrid metaheuristics for MOP needs an adaptation for the reason that in multiobjective optimization, the main goal consists in generating an approximated set of Pareto solutions whereas in monoobjective optimization, the aim is to generate a unique “good” solution.

5.5.1 Combining Metaheuristics for MOPs

Until the 1990s, the main focus in the metaheuristic field was on the application of pure metaheuristics to MOPs. Nowadays, the use of pure multiobjective metaheuristics is more and more seldom. A skilled combination of concepts of different metaheuristics can provide a more efficient behavior and a higher flexibility when dealing with real-world and large-scale MOPs.

5.5.1.1 Low-Level Relay Hybrids

This class of hybrids represents multiobjective hybrid metaheuristics in which a given metaheuristic is embedded into a S-metaheuristic. Few examples belong to this class since S-metaheuristics are not well adapted to approximate the whole Pareto set of a MOP in a single run.

Example 5.23 An adaptive hybrid metaheuristic. A multiobjective tabu search hyperheuristic may be used to optimize the use of different S-metaheuristics [99]. This hybrid approach, tested on timetabling and space allocation, uses a tabu list of S-metaheuristics that is updated by adding the last used S-metaheuristic and/or the worst one, in terms of performance. Hence, this hybrid approach will adapt dynamically the search according to the performance of various S-metaheuristics. More efficient multiobjective S-metaheuristics will be more frequently used during the search.
5.5.1.2 Low-Level Teamwork Hybrids  P-metaheuristics (e.g., evolutionary algorithms, scatter search, particle swarm, ant colonies) are powerful in the approximation of the whole Pareto set while S-metaheuristics are efficient in the intensification of the search around the obtained approximations. Indeed, S-metaheuristics need to be guided to solve MOPs.

Therefore, most efficient multiobjective P-metaheuristics have been coupled with S-metaheuristics such as local search, simulated annealing, and tabu search, which are powerful optimization methods in terms of exploitation of the Pareto set approximations. The two classes of metaheuristics have complementary strengths and weaknesses. Hence, LTH hybrids in which S-metaheuristics are embedded into P-metaheuristics have been applied successfully to many MOPs. Indeed, many state-of-the-art hybrid schemes are P-metaheuristics integrating S-metaheuristics.

Example 5.24 Multiobjective evolutionary local search algorithm. Many multiobjective hybrid metaheuristics proposed in the literature deal with hybridization between P-metaheuristics (e.g., evolutionary algorithms) and S-metaheuristics (e.g., local search). For instance, the well-known genetic local search\textsuperscript{11} algorithms are popular in the multiobjective optimization community [305,404,408,755]. The basic principle consists in incorporating a local search algorithm during an evolutionary algorithm search. The local search part could not only be included by replacing the mutation operator, but it can also be added after each complete generation of the evolutionary algorithm [57]. The classical structure of a multiobjective genetic local search (MOGLS) algorithm is shown in Fig. 5.40, which depicts the relationships between the evolutionary multiobjective (EMO) component and the local search one.

\textsuperscript{11}Also called memetic.
The local search algorithm can be applied in a given direction (i.e., weighted aggregation of the objectives) [404]. To adapt the basic local search algorithm to the multiobjective case, one may take into account the Pareto dominance relation [57]. The algorithm works with a population of nondominated solutions PO. The hybridization process consists in generating the neighborhood of each solution of the Pareto set approximation PO. The new generated nondominated neighbors are inserted into the approximation Pareto set PO. Solutions belonging to the Pareto set PO and dominated by a new introduced solution are deleted. This process is reiterated until no neighbor of any Pareto solution is inserted into the Pareto set PO. The Pareto local search (PLS) algorithm is described in Algorithm 5.2.

**Algorithm 5.2** Template of the Pareto-guided local search (PLS) algorithm.

**Input**: an approximated Pareto set PO.

**Do**

1. $S' = PO$;
2. Generate the neighborhood $PN_x$ for each solution $x$ of $S'$;
3. Let $PO$ be the set of nondominated solutions of $S' \cup PN_x$;
4. Until $PO = S'$ (the population has reached the local optima);

**Output**: Pareto set PO.

### 5.5.1.3 High-Level Relay Hybrids

In HRH hybrids, self-contained multiobjective metaheuristics are executed in a sequence. A classical HRH for MOP is the application of an intensification strategy (e.g., path relinking, S-metaheuristic) on the approximation of the Pareto set obtained by a P-metaheuristic [198,437].

**Example 5.25 Target aiming Pareto search—the TAPAS algorithm.**

S-metaheuristics can be combined with any multiobjective metaheuristic to improve the quality of a Pareto approximation. First, a multiobjective metaheuristic (e.g., any P-metaheuristic) is used to generate a good approximation $P$ of the Pareto set in terms of diversity. The design of the TAPAS algorithm was motivated by the need to improve the approximation $P$ in terms of convergence toward the optimal Pareto set. Indeed, any S-metaheuristic algorithm can be applied to improve the quality of this approximation [436].

In the TAPAS algorithm, a S-metaheuristic $l_i$ (e.g., tabu search$^{12}$) is applied to each solution $s_i$ of the initial Pareto set $P$. A specific monoobjective function $o_i$ is defined for each search $l_i$. The defined objective function $o_i$ must take into account the multiplicity of the S-metaheuristics invoked. Indeed, two S-metaheuristics should not examine the same region of the objective space, and the entire area that dominates the Pareto approximation $P$ should be explored to converge toward the optimal Pareto front. The definition of the objective $o_i$ is based on the partition of the objective space $O$ according to the

---

$^{12}$An efficient S-metaheuristic for the target problem should be selected.
 FIGURE 5.41 The hybrid TAPAS algorithm for multiobjective optimization: the goal $g_i$ of a solution $s_i$ is defined in function of $s_i$ neighbors in the objective space.

approximation $P$ (see Fig. 5.41):

$$A_D = \{ s \in O \exists s' \in P, s' < s \}$$

$$A_{ND} = \{ s \in O \forall s' \in P, (s' \neq s) \text{ and } (s \neq s') \}$$

$$A_S = \{ s \in O \exists s' \in P, s < s' \}$$

$$A_P = \{ s \in O \exists s_1, s_2 \in P, (s < s_1) \text{ and } (s < s_2) \}$$

Each solution $s_i \in P$ is associated with a part $A_S$ of $A_S$. If $l_i$ is able to generate a feasible solution in $A_S$, then the approximation is improved according to the convergence without decreasing the diversity.

To guide the search, a goal $g_i$ is given to each S-metaheuristic $l_i$, with $g_i$ being the point that dominates all points of $A_S$. In cases where certain coordinates of $g_i$ cannot be defined (e.g., the extremities of $P$), a lower bound for the missing coordinates should be used. For an objective $f_m$, the goal $g_p$ is computed as follows:

$$f_m(g_p) = \arg \min_{(f_m(s) \leq f_m(g)) \text{ and } (f_m(s') - f_m(g))} (f_m(s') - f_m(g))$$

Then, the objective $o_i$ is stated as follows:

$$\min \left( \sum_{j=1}^{M} |f_j(s) - f_j(g_i)|^\rho \right)^{1/\rho}$$

When a S-metaheuristic $l_i$ reaches the goal $g_i$ or when it finds a solution that dominates $g_i$, it stops and produces an archive $a_i$, which contains all the current solutions that are
nondominated. When all the S-metaheuristics \( i \) are terminated, a new Pareto approximation set \( P' \) is formed by the Pareto union of all \( a_i \). Because \( P' \) might be improved by another application of S-metaheuristics, the complete process is iterated until \( P' \) does not differ from \( P \).

**Example 5.26 Filling the gap of a Pareto approximation with path relinking.** Path relinking can be combined with any multiobjective metaheuristic to intensify the search around a Pareto approximation. First, a multiobjective metaheuristic (e.g., any P-metaheuristic) is used to generate a good approximation of the Pareto set. Then, path relinking concept can be applied to connect the nondominated solutions of the approximated Pareto set [58,64,410]. The design questions that must be considered are as follows:

- **Selection of the initial and the guiding solutions:** This design question is concerned with the choice of the pair of solutions to connect. For instance, a random selection from the approximated Pareto set may be applied [58]. Otherwise, some criteria must be used to choose the initial and the guiding solutions: distance between solutions (e.g., distance in the decision or the objective space), quality of the solutions (e.g., best solution according to a reference point or weighted aggregation), and so on.

- **Path generation:** Many paths may be generated between two solutions. One has to establish which path(s) has to be explored and selected. Among other concepts, a neighborhood operator and a distance measure in the decision space have to be defined. For instance, the shortest paths may be generated according to the selected neighborhood operator [58]. Let us consider \( x \) as the current solution and \( y \) as the guiding solution. The neighborhood \( N \) of \( x \) is generated with the following constraint: \( \forall z \in N, d(z, x) < d(y, x) \). From this neighborhood, only the nondominated solutions may be selected to be potential solutions of the future paths (see Fig. 5.42). The process is iterated, until a complete path from \( x \) to \( y \) is generated. Many paths may also be considered. However, generating all possible paths may be computationally expensive. Moreover, the nondominated solutions may also be selected to participate in a Pareto local search algorithm, as shown in Fig. 5.43 [58].

**5.5.1.4 High-Level Teamwork Hybrid** As already mentioned, HTH hybrid scheme involves several self-contained multiobjective metaheuristics performing a search in parallel and cooperating to find a Pareto set approximation.

**Example 5.27 Cooperative multiobjective evolutionary algorithms.** There is a growing interest in the design and implementation of parallel cooperative metaheuristics to solve multiobjective problems. The majority of designed parallel models in the literature are evolutionary algorithms [334,424,545,666]. In multiobjective evolutionary algorithms, the individuals are selected from the population, the Pareto archive, or both of them. In the multiobjective island model, different strategies are possible. For instance, the newcomers replace individuals selected randomly from the local population that do not belong to the local Pareto archive. Another strategy consists in ranking and grouping the individuals of the local population into Pareto fronts using the nondominance relation.
Figure 5.42 Path relinking algorithm filling the gap between two nondominated solutions of an approximation Pareto set: neighborhood exploration.

Figure 5.43 Path relinking algorithm combined with a Pareto local search algorithm.
The solutions of the worst Pareto front are thus replaced by the new arrivals. One can also make use of the technique that consists in merging the immigrant Pareto front with the local one, and the result constitutes the new local Pareto archive. The number of emigrants can be expressed as a fixed or variable number of individuals, or as a percentage of individuals from the population or the Pareto archive. The choice of the value of such parameter is crucial. Indeed, if it is low, the migration process will be less efficient as the islands will have the tendency to evolve in an independent way. Conversely, if the number of emigrants is high, the EAs will likely to converge to the same solutions (premature convergence).

Although most of works on parallel multiobjective metaheuristics are related to evolutionary algorithms, there are also proposals related to alternative methods such as tabu search [21], simulated annealing [12,120], ant colonies [205], and memetic algorithms [57].

The conceptual and implementation issues of this model will be detailed in Section 6.3.

### 5.5.2 Combining Metaheuristics with Exact Methods for MOP

Another recent popular issue is the cooperation between multiobjective metaheuristics and exact optimization algorithms. Some hybrid schemes mainly aim at providing Pareto optimal sets in shorter time, while others primarily focus on getting better Pareto set approximations. In a multiobjective context, only few studies tackle this type of approaches. The main interest is to adapt the classical monoobjective hybrids presented in Sections 5.2 and 5.3 to multiobjective optimization.

**Example 5.28 Combining branch and bound with multiobjective metaheuristics.**

An investigation of several cooperative approaches combining multiobjective branch and bound [800] and multiobjective metaheuristics can be considered for MOPs [55]. Let us consider the biobjective flow-shop scheduling problem defined in Exercise 5.15, a multiobjective metaheuristic that approximates the Pareto set of the problem [56], and a biobjective branch and bound that has been designed to solve the biobjective flow-shop scheduling problem [499].

Three hybrid schemes combining an exact algorithm with a multiobjective metaheuristic may be considered [55]:

- **Metaheuristic to generate an upper bound:** The first HRH hybrid exact scheme is a Multiobjective exact algorithm (e.g., branch and bound) in which the Pareto set approximation is used to speed up the algorithm (Fig. 5.44). The Pareto set approximation is considered as a good upper bound approximation for the multiobjective exact algorithm. Hence, many nodes of the search tree can be pruned by the branch and bound algorithm. This is a multiobjective adaptation of a classical cooperation found in the monoobjective context (see Section 5.2). The time required to solve a given problem instance is smaller if the distance between the Pareto front approximation and the Pareto optimal front is small. If the distance is null, the exact algorithm will serve to prove the optimality of the Pareto set approximation. Even
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**Figure 5.44** A HRH exact hybrid scheme in which a multiobjective metaheuristic generates an upper bound Pareto set to an exact multiobjective algorithm (e.g., branch and bound).

if this hybrid approach reduces the search time needed to find the Pareto optimal set, it does not allow to increase considerably the size of the solved instances.

- **Exact algorithm to explore very large neighborhoods**: In this hybrid heuristic approach, the exact multiobjective algorithm is used to explore large neighborhoods of a Pareto solution. The main idea is to reduce the search space explored by the exact algorithm by pruning nodes when the solution in construction is too far from the initial Pareto solution.

  Let us consider a permutation-based representation for the biobjective flow-shop scheduling problem and an insertion neighborhood operator. The exact algorithm is allowed to explore the neighborhood of the initial Pareto solution in which the solutions are within a distance less or equal to \( \delta_{\text{max}} \) (Fig. 5.45). The size of the insertion-based neighborhood is \( \theta(n^2) \), where \( n \) represents the number of jobs. Hence, the size of the search space explored by the exact algorithm is exponential and may be approximated by \( \theta(n^{2\delta_{\text{max}}}) \). Then, the distance \( \delta_{\text{max}} \) must be limited, especially for instances with large number of jobs.

- **Exact algorithm to solve subproblems**: In this hybrid heuristic approach, the exact multiobjective algorithm solve subproblems that are generated by the multiobjective metaheuristic. A given region of the decision space is explored by the

**Figure 5.45** A hybrid heuristic scheme in which an exact algorithm explores very large neighborhoods of the multiobjective metaheuristic.
exact algorithm. Figure 5.46 shows an example of such hybridization. Let us consider an initial Pareto solution composed of 10 jobs (a, b, ..., i, j), which is obtained by the multiobjective metaheuristic. Subproblems of a given size (e.g., 4) are explored by the exact algorithm (e.g., the subproblem defined by the nonfreezed jobs d, e, f, g). The first phase consists in placing the first three jobs at the beginning of the schedule. Moreover, the branch and bound algorithm places the last three jobs at the end of the schedule (a job j placed in queue is symbolized by −j). Then, the branch and bound multiobjective algorithm is applied to the remaining nonfreezed jobs to generate all Pareto solutions in this subspace.

The main parameters that have to be defined for an efficient hybrid scheme are as follows:

- **Partition sizes**: The cardinality of the Pareto set approximation obtained by a multiobjective metaheuristic varies according to the target MOP and instance. For the BOFSP problem, the size of the Pareto set approximation varies between several tens and 200 solutions. Moreover, the size of partitions must also be limited according to the efficiency of the exact method at hand. For the BOFSP, it may be fixed to 25 jobs for 10 machine instances and 12 jobs for the 20 machine instances, so that each exact method can be performed in several seconds or some minutes [55].

- **Number of partitions for each solution**: Enough partitions of the complete schedule have to be considered to treat each job at least once by the exact method. Moreover, it is interesting to superpose consecutive partitions to allow several moves of a same job during optimization. Then, a job that is early scheduled could be translated at the end of the schedule by successive moves. On the other hand, the more the partitions are considered, the more significant is the
computational time. For instance, for the BOFSP, 8 partitions for the 50 job instances, 16 partitions for the 100 job instances, and 32 partitions for the 200 job instances may be considered [55].

**Example 5.29 Combining branch and cut with multiobjective metaheuristics.**

This example investigates the solution of a multiobjective routing problem, namely, the biobjective covering tour problem (BOCTP), by means of a hybrid HRH strategy involving a multiobjective metaheuristic and a single-objective branch and cut algorithm. The BOCTP aims to determine a minimal length tour for a subset of nodes while also minimizing the greatest distance between the nodes of another set and the nearest visited node. The BOCTP can be formally described as follows (Fig. 5.48): let $G = (V \cup W, E)$ be an undirected graph, where $V \cup W$ is the vertex set, and $E = \{(v_i, v_j) / v_i, v_j \in V \cup W, i < j\}$ is the edge set. Vertex $v_1$ is a depot, $V$ is the set of vertices that can be visited, $T \subseteq V$ is the set of vertices that must be visited ($v_1 \in T$), and $W$ is the set of vertices that must be covered. A distance matrix $C = (c_{ij})$, satisfying triangle inequality, is defined for $E$. The BOCTP consists in defining a tour for a subset of $V$, which contains all the vertices from $T$, while at the same time optimizing the following two objectives: (i) the minimization of the tour length and (ii) the minimization of the cover. The cover of a solution is defined as the greatest distance between a node $w \in W$ and the nearest visited node $v \in V$.

The BOCTP problem has been extended from the monoobjective covering tour problem (CTP). The CTP problems consists in determining a minimum length tour for a subset of $V$ that contains all the vertices from $T$, and which covers every vertex $w$ from $W$ that is covered by the tour (i.e., $w$ lies within a distance $c$ from a vertex of the tour, where $c$ is a user-defined parameter). A feasible solution for a small instance is provided in Fig. 5.47. One generic application of the CTP involves designing a tour in a network whose vertices represent points that can be visited, and from which the places that are not on the tour can be easily reached. In the biobjective covering tour problem, the constraint on the cover has been replaced by an objective in which the covering distance is minimized [438].

![FIGURE 5.47 The covering tour problem: an example of a solution.](image)
Let us consider a multiobjective metaheuristic to solve the BOCTP problem, which approximates the Pareto set [438], and a branch and cut algorithm to solve the mono-objective CTP problem [309]. The branch and cut algorithm may be considered as a black box optimization tool whose inputs are a subset of $V$, the set $W$, and a cover, and whose output is the optimal tour for the CTP. The branch and cut algorithm first relaxes the integrality conditions of the variables and the connectivity constraints of the integer linear programming model. Integrality is then gradually restored by means of a branch and bound mechanism. Before initiating branching at any given node of the search tree, a search is conducted for violated constraints, including the initially relaxed connectivity constraints and several other families of valid constraints. Several classes of valid inequalities have been considered such as dominance constraints, covering constraints, subtour elimination constraints, and 2-matching inequalities [309].

In the hybrid approach, the multiobjective metaheuristic generates a Pareto set approximation, which is used to build subproblems; these subproblems are then solved using the branch and cut algorithm (Fig. 5.48). Subproblem construction is a key point of the cooperative design, given that prohibitive computational times result if the subsets of $V$ are too large. By limiting their size and giving the branch and cut algorithm access to the information extracted from the Pareto set approximation, the method makes solving the subproblems relatively easy for the branch and cut algorithm. Two procedures for building the subproblems can be considered [438]:

- **One objective improvement by an exact algorithm:** The main purpose of the first construction procedure is to improve the solutions found by the multiobjective metaheuristic in terms of the tour length objective without modifying the cover value. It accomplishes this goal by investigating the possibility that some elements

![Diagram](image)

**FIGURE 5.48** Combining a monoobjective branch and cut algorithm and a multiobjective metaheuristic to solve the biobjective covering tour problem.
Algorithm 5.3 Construction of the set $V_{II}$.

$$V_{II} = V_A \cup V_B :$$

For all $c$ so that $c_A < c < c_B$ Do

For $v_i \in W$ Do

$$V_{II} = \cup V_{II} \{v_i \in V \setminus V_{II} \mid c_U \leq c\}$$

End For
5.5.3 Combining Metaheuristics with Data Mining for MOP

Most of the classical combinations of metaheuristics with machine learning and data mining techniques (e.g., feature selection, classification, clustering, association rules) that have been applied to monoobjective optimization (see Section 5.4) can be generalized to multiobjective optimization:

- Search operators (e.g., recombination operators in P-metaheuristics, neighborhoods in S-metaheuristics).
- Optimization models (e.g., approximation of the objectives functions, generation of subproblems, new constraints).
- Parameter setting of the metaheuristics.

Example 5.30 Search operators. Integrating knowledge into search operators is the most popular scheme in this class of hybrids. For instance, in a P-metaheuristic (e.g., evolutionary algorithm), a set of decision rules describing the best and worst individuals of the current population may be extracted. The extracted rules are incorporated into the crossover operator of an evolutionary algorithm to generate solutions sharing the characteristics of nondominated solutions and avoiding those of dominated solutions.

This principle can be applied to multiobjective optimization in the following way [434]: a set of rules that describe why some individuals dominate others (positive rules) and why some individuals are dominated by others (negative rules\(^{13}\)) are extracted using the C4.5 classifier. Offsprings that match the positive rules and do not match the negative rules are generated. The obtained results indicate that those learnable evolution models allow to speed up the search and improve the quality of solutions.

Parameter setting: In a multiobjective metaheuristic, the efficiency of an operator may change during the execution of the algorithm: an operator may offer a better convergence at the beginning of the metaheuristic, but this convergence may be improved later with another operator. The success of an operator may also depend on the instance of the problem. This motivates the use of adaptive operator probabilities to automate the selection of efficient operators. The adaptation can be done by exploiting information gained, either implicitly or explicitly, regarding the current ability of each operator to produce solutions of better quality [783]. Other methods adjust operator probabilities based on other criteria such as the diversity of the population [158]. A classification of adaptation on the basis of the used mechanisms and the level at which adaptation operates may be found in Ref. [377].

Example 5.31 Adaptive mutation in multiobjective evolutionary algorithms. Let us consider a multiobjective evolutionary algorithm in which the choice of the mutation

\(^{13}\)Negative knowledge.
operators is made dynamically during the search. The purpose is to use simultaneously several mutation operators during the EA, and to change automatically the probability selection of each operator according to its effectiveness [57]. So the algorithm more often uses the best operators than the others. Let us remark that a similar approach could be defined with other operators (e.g., crossover, neighborhoods, hybrid strategies).

Initially, the same probability is assigned to each mutation operator: \( \text{Mu}_1, \ldots, \text{Mu}_k \). Those probabilities are equal to the same ratio \( P_{\text{Mu}} = 1/(k \cdot P_{\text{Mu}}) \), where \( k \) is the number of mutation operators and \( P_{\text{Mu}} \) is the global mutation probability.

At each iteration, the probabilities associated with the mutation operators are updated according to their average progress. To compute the progress of the operators, each mutation \( \text{Mu}_i \) applied to the individual \( I \) is associated with a progress value:

\[
\Pi(I_{\text{Mu}_i}) = \begin{cases} 
1 & \text{if } I \text{ is dominated by } I_{\text{Mu}_i} \\
0 & \text{if } I \text{ dominates } I_{\text{Mu}_i} \\
\frac{1}{2} & \text{otherwise (noncomparable solutions)}
\end{cases}
\]

where \( I_{\text{Mu}_i} \) is the solution after mutation (Fig. 5.49).

At the end of each generation of the EA, an average progress \( \text{Progress}(\text{Mu}_i) \) is assigned to each operator \( \text{Mu}_i \). Its value is the average progress of \( \Pi(I_{\text{Mu}_i}) \) computed with each solution modified by the mutation \( \text{Mu}_i \):

\[
\text{Progress}(\text{Mu}_i) = \frac{\sum \Pi(I_{\text{Mu}_i})}{|\text{Mu}_i|}
\]

![Figure 5.49](image-url)  
Progress value of \( \Pi(I_{\text{Mu}_i}) \) for mutation operators.
where \( \| \text{Mu}_i \| \) is the number of applications of the mutation \( \text{Mu}_i \) on the population. The new selection probabilities are computed proportionally to these values:

\[
P_{\text{Mu}_i} = \frac{\text{Progress}(\text{Mu}_i)}{\sum_{j=1}^{k} \text{Progress}(\text{Mu}_j)} \times (1 - k \times \delta) + \delta
\]

where \( \delta \) is the minimal selection probability value of the operators.

This approach of progress computation compares two solutions with their dominance relation. However, a comparison only between \( I \) and \( I_{\text{Mu}_i} \) is not sufficient. First, if the two individuals \( I \) and \( I_{\text{Mu}_i} \) are noncomparable, the quality of the mutation cannot be evaluated. For instance, in Fig. 5.50, the progress \( \Pi / \Pi_{\text{Mu}_1} \) of the two mutation operators applied to the solution \( \Delta \) is the same (1/2). However, the observation of the whole Pareto front shows that the second mutation operator performs better since the generated solution by the second mutation operator is Pareto optimal whereas the solution generated by the first is not.

Second, if the generated individual dominates the initial individual, the progress realized cannot be measured with precision. For instance, in Fig. 5.51, the progress \( \Pi \) of the two mutation operators applied to the solution \( \Delta \) is the same (1). However, the observation of the whole population shows that the second mutation operator performs much better than the first one.

These problems can be tackled in the case of evolutionary algorithms using selection by ranking. The progress value can be replaced by

\[
\Pi(I_{\text{Mu}_i}) = \left( \frac{\text{Rk} I}{\text{Rk} I_{\text{Mu}_i}} \right)^{\beta}
\]
where $Rk_{I_{Mu}}$ is the rank of the solution after mutation, $Rk_I$ is the rank of the solution before mutation, and $\beta$ is how much the progress made by mutation operators is encouraged (e.g., $\beta = 2$).

The evaluation of the progress of the mutation operators can be still improved by supporting the progresses realized on good solutions. In fact, these progresses are generally more interesting for the front progression than progresses made on bad solutions (Fig. 5.52). So an elitist factor $E_{I_{Mu}}$ has been introduced into the last progress indicator to favor progresses made on good solutions:

$$\Pi(I_{Mu}) = E_{I_{Mu}} \times \left( \frac{Rk_{I_{Mu}}}{Rk_I} \right)^{\beta}$$

FIGURE 5.51 Computing the progress realized by different mutation operators.

FIGURE 5.52 Progress realized by mutation operators on good quality solutions.
with \( E_I M_{k_i} = (R_k I_{m_k})^{-1} \). Then, the average progress of a mutation \( M_{k_i} \) is defined as follows:

\[
\text{Progress}(M_{k_i}) = \frac{\sum \Pi(I_{m_k_i})}{\sum E_I M_{k_i}}
\]  

(5.1)

Some hybrid schemes are specific to multiobjective metaheuristics such as introducing data mining tasks in the search component dealing with elitism.

Example 5.32 Clustering archives in multiobjective metaheuristics. A classical approach using data mining approaches in the population management of multiobjective metaheuristics is the application of clustering algorithms on the archive. The objective is to produce a set of well-diversified representative Pareto solutions in a bounded archive. An archive is often used to store Pareto solutions and the clustering is then performed to avoid a bias toward a certain region of the search space and to reduce the number of Pareto solutions. Such a bias would lead to an unbalanced distribution of the Pareto solutions. For instance, a hierarchical clustering can be applied using the average linkage method [848].

5.6 HYBRID METAHEURISTICS UNDER ParadisEO

The open architecture of the ParadisEO framework and its flexibility facilitates the design of hybrid metaheuristics. ParadisEO provides the most common hybridization schemes (LRH, LTH, HRH, and HTH). They can be exploited in a natural way to make cooperating metaheuristics belonging to different families of metaheuristics: monoobjective/multiobjective, homogeneous/heterogeneous, partial/global, and generalist/specialist.

5.6.1 Low-Level Hybrids Under ParadisEO

Using ParadisEO, the design and implementation of hybrid metaheuristics consists in combining two or more search components to solve a given optimization problem. For instance, let us consider the S-metaheuristics runner classes of ParadisEO–MO (e.g., moHC, moSA, moTS, moILS) inherit from eoMonOp. The unified architecture of the search components under the ParadisEO framework makes easier the low-level hybridization between P-metaheuristics and S-metaheuristics. For instance, the mutation operator of a given evolutionary algorithm can be instantiated by any S-metaheuristic runner. Figure 5.53 shows a completely configurable genetic algorithm available in the P-metaheuristic module of the ParadisEO–EO framework.

Figure 5.53 shows all the templates (i.e., boxes) that compose a genetic algorithm (i.e., eoEasyEA template). For instance, any variation operator in the eo-Transform template such as the mutation operator (i.e., eoMonOp template) or the crossover operator (i.e., eoQuadOp template) may be changed by another search
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Figure 5.54 shows a LTH hybrid scheme in which a S-metahuristic (i.e., moAlgo) has been linked to a P-metahuristic (i.e., eoMonOp). The S-metahuristic template moAlgo replaces the mutation operator (i.e., eoMonOp) of the ParadisEO–MO module.

The following program represents a genetic algorithm implementation for the TSP:

```
//An eoInit that allows to generate one individual.
RouteInit route_init;
//An initial individual population that are generated thanks to an eoInit object (route_init).
eoPop<
Pop> pop(pop.size, route_init);
//A full evaluation method = eoEvalFunc.
RouteEvaluation full_eval;
//The population is evaluated.
apply<
Route>(full_eval, pop);
//The selection strategy, here the individuals are selected by a determinist tournament.
eoDetTournamentSelect<
Route> selectOne(number_of_selected);
eoSelectPerc<
Route> select(selectOne);
//The replacement strategy.
eoPlusReplacement<
Route> replace;
//The used crossover.
TwoOptCrossOver cross_over;
//The used mutation.
TwoOptMutation mutation;
```
To use the hill-climbing algorithm implemented in Chapter 2, one needs to reuse all the code to initialize the `moHC` object and has to modify only one line of the previous program code and the hybridization is ready.

... `TwoOptMutation mutation;`  
//Becomes  
`moHC <TwoOpt> mutation (two_opt_init, two_opt_next, two_opt_incr_eval,  
  two_opt_select, full_eval);`

During its mutation step, an individual will be improved by a hill-climbing algorithm.

This example also illustrates that it is very easy to design and implement any low-level hybrid scheme. Indeed, any search algorithm template (e.g., S-metaheuristic, P-metaheuristic, exact algorithm, greedy heuristic) can be integrated into any

![Diagram](image)

**FIGURE 5.54** Diagram of the link between ParadisEO–EO and ParadisEO–MO allowing diverse LTH hybridization schemes.
component of another search algorithm template. For instance, any S-metaheuristic of the ParadisEO–MO module (moAlgo template) can be integrated into any P-metaheuristic of the ParadisEO–EO module (e.g. eoMonOp). Furthermore, one can also use several mutation mechanisms into a genetic algorithm (eoPropCombinedMonOp template). For instance, it can be possible to use for the mutation operator a hill-climbing algorithm half of the time and a tabu search algorithm for the rest of the time.

5.6.2 High-Level Hybrids Under ParadisEO

The HRH hybrid scheme of self-contained search components (e.g., S-metaheuristic, P-metaheuristic) is trivial to implement in the ParadisEO software framework. Indeed, this hybrid scheme corresponds to the sequential execution of the designed search components. For instance, the S-metaheuristic MoAlgo template (e.g., tabu search moTS, simulated annealing moSA, iterative local search moILS) (see Fig. 5.54) can be applied to the final population of a P-metaheuristic (e.g., evolutionary algorithm eoEasyEA template).

The high-level teamwork hybrid scheme is detailed in Section 6.4 dealing with parallel metaheuristics. Indeed, the design and implementation of efficient HTH hybrids need some advanced concepts from parallel and distributed computing.

5.6.3 Coupling with Exact Algorithms

There are many popular optimization solvers for solving integer programming (IP) and linear programming (LP) problems. Some of them are commercial such as CPLEX from ILOG, Xpress-MP from Dash. Others are open source such as the COIN-OR project14. They use a combination of branch and bound and cutting plane methods. Most of the open-source solvers are implemented in the C++ programming language using the object-oriented programming paradigm. Hence, it is natural to design and implement hybrid models between metaheuristics under ParadisEO and exact optimization algorithms from mathematical programming community under open-source C++ frameworks such as COIN-OR.

Moreover, many constraint programming solvers can be found in the literature such as ILOG Solver15, CHIP, ECLiPSe16, cc(FD), CLAIRE [111,112], CHOCO, and Gecode. As in mathematical programming, most of the open-source frameworks for CP are implemented in the C++ language using the object-oriented paradigm. As seen in this chapter, CP may be complemented by metaheuristic algorithms. The open architecture of the ParadisEO framework makes it easy to combine with constraint programming frameworks such as Gecode and CHOCO.

Nowadays, coupling a metaheuristic software with constraint programming and mathematical programming solvers is one of the most exciting activities in efficiently

14http://www.coin-or.org.
16http://www.icparc.ic.ac.uk/eclipse.
solving the difficult optimization problems. The actual coupling is limited in terms of designing low-level hybrid models. Hence, one of the most important perspectives is to perform a strong coupling between a software framework for metaheuristics (e.g., ParadisEO) and open-source mathematical programming and constraint programming frameworks.

5.7 CONCLUSIONS AND PERSPECTIVES

The efficient solving of complex problems must involve ideas from different paradigms: metaheuristics, mathematical programming, constraint programming, machine learning, graph theory, parallel and distributed computing, and so on. Pure metaheuristics are not generally well suited to search in high-dimensional and complex landscapes. Hybrid metaheuristics actually represent the most efficient algorithms for many classical and real-life difficult problems. This is proven by the huge number of efficient hybrid metaheuristics proposed to solve a large variety of problems.

Nowadays, combining metaheuristics is a common strategy to solve optimization problems. Hybrid algorithms will constitute competitive candidates for solving the difficult optimization problems in the coming years. As we have developed a unified view of metaheuristics, which is based on their key search components, one can say that designing a monoobjective or multiobjective metaheuristic can be reduced to select the most suited search components and combining them. This design approach is naturally a hybrid one, and it is not under the control of a single paradigm of metaheuristics.\textsuperscript{17}

A unified taxonomy, based on a hierarchical (low level versus high level, relay versus teamwork) and flat classification (homogeneous/heterogeneous, global/partial, general/specialist) has been developed to describe in terms of design and implementation the following different hybridization schemes of metaheuristics:

- **Metaheuristics**: Combining P-metaheuristics with S-metaheuristics has provided very powerful search algorithm. Pure P-metaheuristics such as evolutionary algorithms, scatter search, and ant colonies are generally not well suited to fine-tuned search in highly combinatorial spaces. P-metaheuristics are more efficient in terms of diversification (i.e., exploration) in the search space. Hence, they need to be combined with more intensification-based (i.e., exploitation-based) search algorithms, which are generally based on S-metaheuristics (e.g., local search, tabu search).

- **Mathematical programming**: In the last decade, there has been an important advance in designing efficient exact methods in the operations research

\textsuperscript{17}Using this design approach, it is worthwhile to mention about hybrid metaheuristics as any metaheuristic will be a hybrid one!.
community (e.g., integer programming). There are many opportunities to design hybrid approaches combining metaheuristics and exact methods. Indeed, the two approaches have complementary advantages and disadvantages (e.g., efficiency and effectiveness).

- **Constraint programming:** Over the last years, interest in combining metaheuristics and constraint programming has risen considerably. The availability of high-level modeling languages and software solvers for constraint programming will lead to more hybrid approaches, which capture the most desirable features of each paradigm.

- **Data mining:** Nowadays, using metaheuristics to solve data mining and machine learning problems has become common. But the challenge is the incorporation of machine learning and data mining techniques into metaheuristics. The major interest in using machine learning and data mining techniques is to extract useful knowledge from the history of the search to improve the efficiency and the effectiveness of metaheuristics. Both positive and negative knowledge must be extracted. In fact, most of the actual works focus on only positive knowledge [557].

The main drawback of hybridization is the introduction of new parameters that define the hybrid scheme. The setting of these parameters is nontrivial. A crucial question that has to be addressed in the future is an aid for the efficient design of hybrid metaheuristics in which the automatic setting of parameters must be investigated [84,275]. Indeed, it will be interesting to guide the user to define the suitable hybrid scheme to solve a given problem. It will also be interesting to define “adaptive” cooperation mechanisms that allow to select dynamically the optimization methods according to convergence or other criteria such as diversity. Some approaches such as the COSEARCH [749] or “hyperheuristics” [98] have been proposed to deal with this problem. These approaches are dedicated to choose the right heuristic for the right operation at the right time during the search. It must be noted that these hybrid approaches operate in the heuristic space, as opposed to most implementations of metaheuristics that operate in the solution space. This principle is relatively new, although the concept of “optimizing heuristics” is not a recent one.

Using the software framework ParadisEO, it is natural to combine metaheuristics that have been developed under the framework to design S-maheuristics (under ParadisEO–MO), P-metaheuristics (under ParadisEO–EO), and multiojective metaheuristics (under ParadisEO–MOEO). The combining of metaheuristics with exact optimization and machine learning algorithms still remain to be done. The coupling of software frameworks dealing with the three classes of algorithms (i.e., metaheuristics, exact algorithm, and machine learning algorithm) is an important issue for the future. This enables to reduce the complexity of designing and implementing hybrid approaches and make them more and more popular.

It will also be interesting explore in depth the parallel models for hybrid methods. Parallel schemes ideally provide novel ways to design and implement hybrid
algorithms by providing parallel models of the algorithms. Hence, instead of merely parallelizing and fine-tuning a sequential hybrid algorithm that has limited capabilities to be parallelized, teamwork hybrid schemes are inherently suited to parallel environments.

5.8 EXERCISES

Exercise 5.1 Greedy algorithm for population initialization. The use of a deterministic greedy approach to initialize the population of a P-metaheuristic (e.g., evolutionary algorithm) is not recommended. Indeed, the initial population must be diverse while in a deterministic greedy algorithm, the same solution is generated. Which greedy approach can be used to tackle this problem?

Exercise 5.2 Lamarckian versus Baldwin evolutions. What is the difference between the Lamarckian and the Baldwin evolutions?

Exercise 5.3 Locally optimized crossover. Some local optimization search procedure may be applied to the crossover operator. The role of the crossover operator is to generate intermediate offsprings from the parents. Among intermediate solutions, the crossover operator is blind in the sense that it will select an arbitrary one. Path generation from one parent to another may be a good strategy to recombination.

Exercise 5.4 Integrating path relinking into GRASP. Let us consider the following hybrid metaheuristic integrating the concept of path relinking into the S-metaheuristic GRASP. The GRASP algorithm maintains a set of elite solution found during the different iterations of the metaheuristic. At each iteration of the GRASP, path relinking is applied from the newly generated solution by GRASP to a given solution of the elite solutions. The target solution may be chosen randomly from the elite set [650]. To which class does this hybrid scheme belong?

Exercise 5.5 Variable neighborhood search and GRASP are complementary. Variable neighborhood search relies on the use of randomization of the local search to escape from local optima. Moreover, VNS uses different neighborhoods in the shaking and the local search procedures. The local search algorithm in GRASP stops at the first found local optima. VNS and GRASP may be considered as complementary. Propose some effective hybrid algorithms combining GRASP and VNS methods.

Exercise 5.6 Coevolutionary algorithms. To which hybrid class the predator–prey model of coevolutionary algorithms (see Section 3.4.3) belong?

Exercise 5.7 Hybrid bee colony model. Bee colony-based optimization algorithms are based on two different models: food foraging and marriage in the bee
EXERCISES

colony (see Section 3.7.1). Propose a HRH hybrid metaheuristic that combines the two models. Indeed, the two models are complementary and can be applied sequentially.

Exercise 5.8 Partitioning the Rastrigin function. The general form of a separable function is

\[ f(x_1, \ldots, x_n) = \sum_{i=1}^{n} f_i(x_i) \]

The Rastrigin function is a separable function (Fig. 5.55) [774]. The Rastrigin function is a nonlinear multimodal function, which is composed of a large number of local optima (Eq. 5.1). It was first proposed by Rastrigin as a two-dimensional function [774] and has been generalized by Mühlenbein et al. in Ref.[570].

\[
F(\vec{x}) = A \cdot n + \sum_{i=1}^{n} x_i^2 - A \cdot \cos(\omega \cdot x_i)
\]

\[ A = 10 ; \quad \omega = 2 \cdot \pi ; \quad x_i \in [-5.12, 5.12] \]

The landscape of the function is defined by the variables \( A \) (resp. \( \omega \)), which control the amplitude (resp. frequency modulation). Which class of hybrid algorithm is adapted to optimize such function?
Exercise 5.9  **Combining guided local search with a P-metaheuristic.** The guided local search algorithm is commonly used within a S-metaheuristic (local search) framework. However, an extension to P-metaheuristics can be easily envisaged. Propose different hybrid schemes combining GLS within a genetic algorithm. For some LTH problem-specific hybridization schemes, illustrate the principles of the proposed approaches using the traveling salesman problem.

Exercise 5.10  **Grammar for an extended hybridization scheme.** Given the metaheuristic presented in Ref.[284] to solve the traveling salesman problem on a sequential machine, define the sentence for this hybrid metaheuristic using the grammar presented in this chapter. The basic idea of this hybrid metaheuristic is to use a simple nearest-neighbor greedy tour construction for creating the initial population of a GA, apply a local search algorithm to this initial population for producing a population of local optima, and let a GA operate on the search space of local optima to determine the global optimum. At each generation of the GA, the greedy heuristic and a local search algorithm are applied to the offsprings.

Exercise 5.11  **Variable neighborhood search versus mutation.** The objective of this exercise is to make a parallel between variable neighborhood search method and the role of mutation in a memetic algorithm (LTH GA(LS) hybrid). In the LTH hybrid genetic algorithm, a local search procedure is applied after the mutation variation. Let us consider an optimization problem with a binary vector representation, where the neighborhood is based on complementing a bit. The shaking mechanism of VNS consists in enlarging the neighborhood by complementing \( k \) bits \( (k = 1, 2, 3, \text{etc.}) \), while the local search phase of the VNS is based on the same procedure as in the hybrid GA. The mutation in the hybrid GA consists in flipping with a given probability \( p_m \) each bit of the vector. Analyze the differences and the similarities between the two algorithms.

Exercise 5.12  **Hybrid models for dynamic optimization.** The high-level cooperative hybrid class may be considered as a good alternative to solve dynamic optimization problems. Let us consider a P-metaheuristic based on evolutionary algorithms or particle swarm optimizers. Propose a HTH model in which tracking optimal solution would be more efficient than in a pure evolutionary algorithm.

Exercise 5.13  **Mixed continuous–integer optimization.** Let us consider a problem in which some decision variables \( X \) are discrete and other decision variables \( Y \) are continuous. One can propose a nested hybrid approach to solve this problem. It works as follows: a continuous metaheuristic in the inner loop will optimize the problem over the decision variables \( X \) while the variables \( Y \) are fixed. In the outer loop, a discrete metaheuristic will optimize the problem over the variables \( Y \) while the variables \( X \) are fixed to the best found values in the inner loop. The search then alternate between the space of continuous variables and the space of discrete variables. What is the drawback of such a nested optimization strategy.
**Exercise 5.14 Adaptive hybrid schemes.** Adaptive hybridization consists in switching between the combined metaheuristics (or any search components) in a dynamic way and using the history of the search (adaptive memory). For instance, let us consider a LRH hybrid scheme between a P-metaheuristic (e.g., genetic algorithm) and a S-metaheuristic (e.g., local search). A pool of $k$ elite solutions (best found) are memorized during the search. If $k = 1$, only the best found solution is contained in the memory. Propose an adaptive hybrid scheme using this adaptive memory. Generalize your proposal to multiobjective optimization problems. Indeed, the same approach may be used for multiobjective optimization, where the search memorizes a Pareto archive in which all generated Pareto solutions are stored.

**Exercise 5.15 Path relinking the Pareto approximation.** Let us consider the biobjective permutation flow-shop scheduling problem (see Section 4.2). The two handled objectives are the makespan and the total tardiness:

\[
C_{\text{max}} \quad \text{makespan (total completion time): } \max\{C_i | i \in [1 \ldots n]\}
\]

\[
T : \quad \text{total tardiness: } \sum_{i=1}^{n} [\max(0, C_i - d_i)]
\]

where $s_{ij}$ represents the time at which the task $t_{ij}$ is scheduled and $C_i = s_{im} + p_{im}$ represents the completion time of job $J_i$. Using the Graham standard notation, this problem is defined as $F/\text{perm}, d_i/(C_{\text{max}}, T)$. A solution of the problem is represented by a permutation of the jobs. The neighborhood operator is based on the shift (insertion) operator. In the insertion operator, a job at one position is removed and placed at another position of the permutation. The distance in the decision space between two solutions $s_1$ and $s_2$, in respect to the insertion operator, is $d_{\text{perm}} = n - s_{\text{max}}$, where $n$ is the number of jobs and $s_{\text{max}}$ is the greatest shared substring between $s_1$ and $s_2$. Prove that $d_{\text{perm}}$ is a distance and that corresponds to the minimum number of permutations required to join $s_1$ with $s_2$.

Computing the greatest shared substring between two solutions is a well-known problem in the genomics community. An example of distance between two solutions $x$ and $y$ obtained by computing a greatest shared substring is shown in Fig. 5.56. In this example, three inversions are necessary to link $x$ with $y$—the jobs 2, 4, and 6 have to be moved to link these solutions. They correspond to the set of jobs that are not in the greatest shared substring between the two solutions. Let us remark that the greatest shared substring is not necessarily unique: the substrings “13478” and “12478” can be viewed as largest shared substrings too. Show that using a dynamic programming algorithm, the distance between any two solutions may be computed in $O(n^2)$.

Let us suppose that a good approximation of the Pareto set has been obtained by a multiobjective metaheuristic. Propose a path relinking strategy to fill the gap of the
solutions belonging to the Pareto approximation. Recall that the design questions that must be considered are the selection of the initial and the guiding solutions and the path generation.

**Exercise 5.16 Pareto local search.** In the LTH hybrid algorithm Pareto local search presented in Algorithm 5.2, the set of nondominated solutions to store in the set $P$ may be too large. Hence, the computational cost of the algorithm will be expensive. What are the solutions that can be applied to reduce this complexity.

**Exercise 5.17 Target aiming Pareto search.** In the HRH hybrid algorithm target aiming Pareto search (TAPAS) presented in Example 5.25, the set of nondominated solutions of the approximation $P$ may be large. Hence, the computational cost of the whole $S$-metaheuristics to be performed will be extremely expensive. What are the solutions that can be applied to reduce the complexity of the TAPAS algorithm.

**Exercise 5.18 Clustered multiobjective metaheuristics.** In a multiobjective metaheuristic, different strategies have been used to deal with diversity (see Section 4.5). For instance, the NSGA-II algorithm is based on a crowding distance operator. Propose a modification of the NSGA-II algorithm in which the crowding operator is replaced by a $K$-means clustering algorithm. The number of generated clusters is equal to a given value $k$. What is the computational complexity of the proposed procedure?

**Exercise 5.19 HRH hybrid under ParadisEO.** In the HRH hybrid scheme, the self-contained search components (e.g., metaheuristics) are trivial to implement under the ParadisEO framework. It corresponds to the sequential execution of metaheuristics. Let us consider the already designed local search component $eoLS$ and evolutionary algorithm $eoEA$ for the traveling salesman problem. Implement a HRH hybrid algorithm in which the local search component is applied to the final population of the evolutionary algorithm.
Exercise 5.20  Flexibility of LTH hybrids under ParadisEO. The program example of Section 5.6.1 shows a LTH hybrid in which a hill-climbing algorithm has been integrated into an evolutionary algorithm. The mutation operator of the EA (eoMonOp) has been replaced by a hill-climbing algorithm (moHC). How can one change the hill-climbing algorithm by the other already implemented S-metaheuristics (e.g., tabu search moTS, simulated annealing moSA, iterative local search moILS)? Show that any search algorithm (e.g., greedy heuristic, exact algorithm) implemented outside the ParadisEO framework can be integrated into the EA algorithm.
Parallel Metaheuristics

On one hand, optimization problems are more and more complex and their resource requirements are ever increasing. Real-life optimization problems are often NP-hard and CPU time and/or memory consuming. Although the use of metaheuristics allows to significantly reduce the computational complexity of the search process, the latter remains time consuming for many problems in diverse domains of application, where the objective function and the constraints associated with the problem are resource (e.g., CPU, memory) intensive and the size of the search space is huge. Moreover, more and more complex and resource-intensive metaheuristics are developed (e.g., hybrid metaheuristics, multiobjective metaheuristics).

On the other hand, the rapid development of technology in designing processors (e.g., multicore processors, dedicated architectures), networks (e.g., local area networks—LAN—such as Myrinet and Infiniband, wide area networks—WAN—such as optical networks), and data storage has made the use of parallel computing more and more popular (Fig. 6.1). Such architectures represent an effective strategy for the design and implementation of parallel metaheuristics. Indeed, sequential architectures are reaching physical limitation (speed of light, thermodynamics). Nowadays, even laptops and workstations are equipped with multicore processors, which represent a given class of parallel architecture. Moreover, the cost/performance ratio is constantly decreasing. The proliferation of powerful workstations and fast communication networks have shown the emergence of clusters of processors (COWs), networks of workstations (NOWs), and large-scale network of machines (grids) as platforms for high-performance computing.

Parallel and distributed computing can be used in the design and implementation of metaheuristics for the following reasons:

- **Speed up the search**: One of the main goals of parallelizing a metaheuristic is to reduce the search time. This helps designing real-time and interactive optimization methods. This is a very important aspect for some class of problems where there is hard requirements on the search time such as in dynamic optimization problems and time critical control problems such as “real-time” planning.
*Improve the quality of the obtained solutions:* Some parallel models for metaheuristics allow to improve the quality of the search. Indeed, exchanging information between cooperative metaheuristics will alter their behavior in terms of searching in the landscape associated with the problem. The main goal of a parallel cooperation between metaheuristics is to improve the quality of solutions. Both better convergence and reduced search time may happen. Let us notice that a parallel model for metaheuristics may be more effective than a sequential metaheuristic even on a single processor.

*Improve the robustness:* A parallel metaheuristic may be more robust in terms of solving in an effective manner different optimization problems and different instances of a given problem. Robustness may also be measured in terms of the sensitivity of the metaheuristic to its parameters.

*Solve large-scale problems:* Parallel metaheuristics allow to solve large-scale instances of complex optimization problems. A challenge here is to solve very large instances that cannot be solved by a sequential machine. Another similar challenge is to solve more accurate mathematical models associated with different optimization problems. Improving the accuracy of the mathematical models increases, in general, the size of the associated problems to be solved. Moreover, some optimization problems need the manipulation of huge databases such as data mining problems.

In this chapter, a clear difference is made between the parallel design aspect and the parallel implementation aspect of metaheuristics. From the algorithmic design point of view, the main parallel models for metaheuristics are presented.
A unifying view of parallel models for S-metaheuristics and P-metaheuristics is outlined. Then, these general parallel models are instantiated for well-known models of metaheuristics (e.g., local search, evolutionary algorithms, ant colonies). Both continuous and combinatorial optimization problems are considered. Indeed, some parallel models are more or less suited for combinatorial or continuous optimization problems.

The implementation point of view deals with the efficiency of a parallel metaheuristic on a target parallel architecture using a given parallel language, programming environment, or middleware. The focus is on the parallelization of metaheuristics on general-purpose parallel and distributed architectures, since this is the most widespread computational platform. This chapter also deals with the implementation of metaheuristics on dedicated architectures such as reconfigurable architectures and GPU (graphical processing units). Different architectural criteria that affect the efficiency of the implementation will be considered: shared memory versus distributed memory, homogeneous versus heterogeneous, shared versus nonshared by multiple users, and local network versus large network. Indeed, these criteria have a strong impact on the deployment technique employed, such as load balancing and fault tolerance. Depending on the type of parallel architecture used, different parallel and distributed languages, programming environments, and middlewares may be used, such as message passing (e.g., PVM, MPI), shared memory (e.g., multithreading, OpenMP), remote procedural call (e.g., Java RMI, RPC), high-throughput computing (e.g., Condor), and grid computing (e.g., Globus).

This chapter is organized as follows. In Section 6.1, the main parallel models for designing metaheuristics are presented. Section 6.2 deals with the implementation issues of parallel metaheuristics. In this section, the main concepts of parallel architectures and parallel programming paradigms, which interfere with the design and implementation of parallel metaheuristics, are outlined. The main performance indicators that can be used to evaluate a parallel metaheuristic in terms of efficiency are detailed. In Section 6.3, the parallel metaheuristic models and their implementation are revisited for multiobjective optimization. Finally, Section 6.4 deals with the design and implementation of the different parallel models for metaheuristics based on the software framework ParadisEO.

6.1 PARALLEL DESIGN OF METAHEURISTICS

In terms of designing parallel metaheuristics, three major parallel models are identified. They follow the following three hierarchical levels (Table 6.1):

- **Algorithmic level**: In this parallel model, independent or cooperating self-contained metaheuristics are used. It is a problem-independent interalgorithm parallelization. If the different metaheuristics are independent, the search will be equivalent to the sequential execution of the metaheuristics in terms of the quality of solutions. However, the cooperative model will alter the behavior of the metaheuristics and enable the improvement of the quality of solutions.
TABLE 6.1 Parallel Models of Metaheuristics

<table>
<thead>
<tr>
<th>Parallel Model</th>
<th>Problem Dependency</th>
<th>Behavior</th>
<th>Granularity</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithmic level</td>
<td>Independent</td>
<td>Altered</td>
<td>Metaheuristic</td>
<td>Effectiveness</td>
</tr>
<tr>
<td>Iteration level</td>
<td>Independent</td>
<td>Nonaltered</td>
<td>Iteration</td>
<td>Efficiency</td>
</tr>
<tr>
<td>Solution level</td>
<td>Dependent</td>
<td>Nonaltered</td>
<td>Solution</td>
<td>Efficiency</td>
</tr>
</tbody>
</table>

- **Iteration level:** In this model, each iteration of a metaheuristic is parallelized. It is a problem-independent intraalgorithm parallelization. The behavior of the metaheuristic is not altered. The main objective is to speed up the algorithm by reducing the search time. Indeed, the iteration cycle of metaheuristics on large neighborhoods for S-metaheuristics or large populations for P-metaheuristics requires a large amount of computational resources, especially for real-world problems.

- **Solution level:** In this model, the parallelization process handles a single solution of the search space. It is a problem-dependent intraalgorithm parallelization. In general, evaluating the objective function(s) or constraints for a generated solution is frequently the most costly operation in metaheuristics. In this model, the behavior of the metaheuristic is not altered. The objective is mainly the speed up of the search.

In the following sections, the different parallel models are detailed and analyzed in terms of algorithmic design.

### 6.1.1 Algorithmic-Level Parallel Model

In this model, many self-contained metaheuristic algorithms are launched in parallel. They may or may not cooperate to solve the target optimization problem.

#### 6.1.1.1 Independent Algorithmic-Level Parallel Model

In the *independent* algorithmic-level parallel model, the different metaheuristics are executed without any cooperation. The different metaheuristics may be initialized with different solutions for S-metaheuristics or with different populations for P-metaheuristics. In addition to the initial solution or initial population, different parameter settings may be used for the metaheuristics, such as the size of tabu list for tabu search, transition probabilities for ant colonies, mutation and crossover probabilities for evolutionary algorithms, and so on. Moreover, each search component of a metaheuristic may be designed differently: encoding, search operators (e.g., variation operators, neighborhood), objective function, constraints, stopping criteria, and so on.

This parallel model is straightforward to design and implement. The master/worker paradigm is well suited to this model. A worker implements a metaheuristic. The master defines the different parameters to be used by the workers and determines
the best found solution from those obtained by the different workers (Fig. 6.2). In addition to speeding up the algorithm, this parallel model enables to improve its robustness.

This model raises particularly the following question: Is it equivalent to execute \( k \) metaheuristics during a time \( t \) than executing a single metaheuristic during \( k \cdot t \)? The answer depends on the landscape properties of the problem (e.g., presence of multiple basins of attraction, distribution of the local optima, fitness distance correlation).

**Example 6.1 Multistart model.** Historically, the parallel independent model has been largely used for S-metaheuristics (e.g., local search, tabu search, simulated annealing) [19,162,758]. The well-known multistart local search, in which different local search algorithms are launched using diverse initial solutions, is an instantiation of this model. Different parameters of the S-metaheuristic may also be used into the parallel algorithms (e.g., size of the tabu list in tabu search). The generalization of the multistart model for P-metaheuristics using different initial populations is straightforward.

Let \( P_k(t) \) be the probability of not having found a given target objective value in \( t \) time units with \( k \) independent search algorithms. If \( P_1(t) = e^{-t/\lambda} \) with \( \lambda \in \mathbb{R}^+ \), which corresponds to an exponential distribution, then \( P_k(t) = e^{-kt/\lambda} \) [259,701,798]. It implies that the probability \( 1 - e^{-kt/\lambda} \) of finding a target objective value in time \( k \cdot t \) with a sequential algorithm is equal to the probability of finding a solution at least as good as the target objective value in time \( t \) using \( k \) parallel independent processes. Many pairs of optimization problems and metaheuristics fit the exponential distribution (e.g., quadratic assignment problem with tabu search [738]) or the two-parameter exponential distribution (e.g., maximum independent set, quadratic assignment problem, graph planarization, maximum weighted satisfiability, maximum covering with GRASP [20]). In a two-parameter exponential distribution, the probability to find a given objective value is \( 1 - e^{(t-\mu)/\lambda} \). If \( \mu = 0 \) or \( k\mu \ll \lambda \), the two-parameter exponential distribution is more or less equivalent to the exponential distribution.
Example 6.2 Independent algorithmic-level parallel model for particle swarm optimization. Some parallel algorithmic-level models for P-metaheuristics may be non-cooperative. For instance, in a parallel particle swarm optimizer, some subswarms can be formed to search in parallel to optimize a continuous problem [456]. A standard $k$-means clustering method intends to divide the swarm into several clusters of particles (Fig. 6.3). Each subswarm represents a partition of the search space. Each particle $i$ of a given subswarm uses the center of the cluster instead of its personal best position to update its velocity.

6.1.1.2 Cooperative Algorithmic-Level Parallel Model In the cooperative model for parallel metaheuristics, the different algorithms are exchanging information related to the search with the intent to compute better and more robust solutions. The different criteria presented in Section 5.1.1 for high-level teamwork hybrid (HTH) metaheuristics also hold for the algorithmic-level parallel models.

In designing a parallel cooperative model for any metaheuristic, the same design questions need to be answered (see Fig. 6.4):

- **The exchange decision criterion (when?):** The exchange of information between the metaheuristics can be decided either in a blind (periodic or probabilistic) way or according to an intelligent adaptive criterion. Periodic exchange occurs in each algorithm after a fixed number of iterations; this type of communication is synchronous. Probabilistic exchange consists in performing a communication operation after each iteration with a given probability. Conversely, adaptive exchanges are guided by some run-time characteristics of the search. For instance, it may depend on the evolution of the quality of the solutions or the
search memory. A classical criterion is related to the improvement of the best found local solution.

- **The exchange topology (where?):** The communication exchange topology indicates for each metaheuristic its neighbor(s) regarding the exchange of information, that is, the source/destination algorithm(s) of the information (Fig. 6.5). Several works have been dedicated to the study of the impact of the topology on the quality of the provided results, and they show that cyclic graphs are better [66,147]. The ring, mesh, and hypercube regular topologies are often used. The ring topology may be directional (i.e., directed graph) or bidirectional.

---

**FIGURE 6.4** Design questions involved by the parallel algorithmic-level model for metaheuristics.

**FIGURE 6.5** Some classical regular topologies for exchanging information.
(i.e., undirected graph). In a hypercube of order \( k \), there are \( 2^k \) nodes, and each node has \( k \) neighbors. A complete graph or a random one can also be used. In a complete graph, every node is connected to all other nodes, while in a random graph, a node sends its information to a randomly selected subset of nodes. Different strategies may be used to determine random neighbors, for example, each node has exactly one neighbor that is chosen with equal probability.

A topology is characterized by many parameters such as the degree of maximal node and the diameter of the corresponding graph. Table 6.2 shows these values for different classical topologies. The larger is the degree of nodes, the less important is the diameter of the graph, and more intensive is the information exchanged. Hence, a small diameter of the topology will increase the information exchanged between metaheuristics and then the probability of premature convergence occurrence. It is always the same involved trade-off between the exploration of the search space (less communication and good diversification) and the exploitation of the global search information (more communication and good intensification).

- **The information exchanged (what?):** This parameter specifies the information to be exchanged between the metaheuristics. In general, it may be composed of
  - **Solutions:** This information deals with a selection of the generated and stored solutions during the search. In general, it contains elite solutions that have been found, such as the best solution at the current iteration, local best solutions, global best solution, neighborhood best solution, best diversified solutions, and randomly selected solutions. The quality of the solutions must also be sent so that the evaluation of the solutions is not recomputed in the destination metaheuristics. For S-metaheuristics such as local search, the information exchanged is generally the best found solution. For P-metaheuristics, the number of solutions to exchange may be an absolute value or a given percentage of the population. Any selection mechanism can be used to select the solutions.

### TABLE 6.2 Main Characteristics of Exchange Topologies

<table>
<thead>
<tr>
<th>Topology</th>
<th>Node Degree</th>
<th>Diameter</th>
<th>Number of Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear array</td>
<td>2</td>
<td>( N - 1 )</td>
<td>( N - 1 )</td>
</tr>
<tr>
<td>Ring</td>
<td>2</td>
<td>( \frac{N}{2} )</td>
<td>( N )</td>
</tr>
<tr>
<td>2D Mesh</td>
<td>4</td>
<td>( 2(\sqrt{N} - 1) )</td>
<td>( 2(N - \sqrt{N}) )</td>
</tr>
<tr>
<td>Binary tree</td>
<td>3</td>
<td>( 2(\log(N) - 1) )</td>
<td>( N - 1 )</td>
</tr>
<tr>
<td>Torus</td>
<td>4</td>
<td>( 2\left(\frac{\sqrt{N}}{2}\right) )</td>
<td>( 2N )</td>
</tr>
<tr>
<td>Hypercube</td>
<td>( \log(N) )</td>
<td>( \log(N) )</td>
<td>( \frac{N \cdot \log(N)}{2} )</td>
</tr>
<tr>
<td>Complete graph</td>
<td>( N - 1 )</td>
<td>1</td>
<td>( \frac{N(N - 1)}{2} )</td>
</tr>
</tbody>
</table>

\( N \) represents the number of metaheuristics involved.
TABLE 6.3 Exchanged Information While Partitioning the Population of Some P-Metaheuristics

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>Search Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evolutionary algorithms</td>
<td>Population of individuals</td>
</tr>
<tr>
<td>Ant colonies</td>
<td>Pheromone matrix</td>
</tr>
<tr>
<td>Particle swarm optimization</td>
<td>Population of particles</td>
</tr>
<tr>
<td>Scatter search</td>
<td>Reference set, population of solutions</td>
</tr>
<tr>
<td>Estimation of distribution algorithms</td>
<td>Probabilistic model</td>
</tr>
</tbody>
</table>

The most used selection strategy consists in selecting the best solutions for a given criteria (e.g., objective function of the problem, diversity, age) or random ones.

- **Search memory**: This information deals with any element of the search memory that is associated with the involved metaheuristic (Table 6.3). For tabu search, the information exchanged may be the short-term or long-term memories. For ant colonies (resp. estimation distribution algorithms), the information may be related to the pheromone trails (resp. the probability model).

- **The integration policy (how?)**: Similar to the information exchange policy, the integration policy deals with the usage of the received information. In general, there is a local copy of the received information. The local variables are updated using the received ones. For instance, the best found solution is simply updated by the global best between the local best solution and the neighboring best solution. For P-metaheuristics, any replacement strategy may be applied to the local population by the set of received solutions. For example, an elitist replacement will integrate the received $k$ solutions by replacing the $k$ worst solutions of the local population. In ant colonies, the local and the neighboring pheromone matrices may be aggregated in a linear manner.

In the following sections, some instantiations of this parallel model for some specific metaheuristics are presented. For more illustrative examples and references, the reader may refer to Ref. [24].

**Example 6.3 Algorithmic-level parallel models for evolutionary algorithms.** Historically, the cooperative parallel model has been largely used in P-metaheuristics and especially in evolutionary algorithms. In sequential genetic algorithms\(^1\), the selection takes place globally. Any individual can potentially reproduce with any other individual of the population. Among the most widely known parallel algorithmic-level models for evolutionary algorithms are the island model and the cellular model. In the well-known island model\(^2\) for genetic algorithms, the population is decomposed into several subpopulations distributed among different nodes (Fig. 6.6). Each node is

\(^1\)The sequential model is known as the panmictic genetic algorithm.

\(^2\)Also known as the migration model, distributed model, multideme EA, or coarse-grain EA.
responsible for the evolution of one subpopulation. It executes all the steps of a classical EA from the selection to the replacement of the subpopulation. Each island may use different parameter values and different strategies for any search component such as selection, replacement, variation operators (mutation, crossover), and encodings. After a given number of generations (synchronous exchange) or when a condition holds (asynchronous exchange), the migration process is activated. Then, exchanges of some selected individuals between subpopulations are realized, and received individuals are integrated into the local subpopulation. The selection policy of emigrants indicates for each island in a deterministic or stochastic way the individuals to be migrated. The stochastic or random policy does not guarantee that the best individuals will be selected, but its associated computation cost is lower. The deterministic strategy (wheel, rank, tournament, or uniform sampling) allows the selection of the best individuals. The number of emigrants can be expressed as a fixed or variable number of individuals, or as a percentage of individuals from the population. The choice of the value of such parameter is crucial. Indeed, if the number of emigrants is low, the migration process will be less efficient as the islands will have the tendency to evolve in an independent way. Conversely, if the number of emigrants is high, the EAs are likely to converge to the same solutions. In EAs, the replacement/integration policy of immigrants indicates in a stochastic or deterministic way the local individuals to be replaced by the newcomers. The objective of the model is to delay the global convergence and encourage diversity.

The other well-known parallel model for EAs, the cellular model\(^3\), may be seen as a special case of the island model where an island is composed of a single individual. Traditionally, an individual is assigned to a cell of a grid. The selection occurs in the neighborhood of the individual [713]. Hence, the selection pressure is less important than in sequential EAs. The overlapped small neighborhood in cellular EAs help in exploring the search space because a slow diffusion of solutions through the population provides a kind of exploration, while exploitation takes place within each neighborhood. Cellular models applied to complex problems can have a higher convergence probability than panmictic EAs.

\(^3\)Also known as the diffusion or fine-grain model.
Example 6.4 Algorithmic-level parallel model for ant colonies. The algorithmic-level parallel model can be used in ACO algorithms leading to multicolonies ACO algorithms [538,551,554]. An interesting aspect in multicolonies ACO algorithms is the type of pheromone trails exchanged between colonies and how the exchanged pheromone trails should be used to update the local pheromone trails. Some illustrative examples for the design of multicolonies ACO algorithms are as follows:

- **The information exchanged (what?):** An alternative to elite solutions, the information exchanged may introduce pheromone information: the global pheromone trails, the actual local pheromone trails, or the pheromone update trails.

- **The integration policy (how?):** When a solution is received (e.g., global best, local best), it is added to the pool of local elite solutions. The whole set of solutions will participate in updating the pheromone trails as local solutions. For instance, the global best solution of all subcolonies may be exchanged by the colonies, and each subcolony will update its pheromone trails according to the global best solution [553]. If the received information is a pheromone trail, it will be used to update the local pheromone trails. For instance, the new pheromone trail can be a weighted sum of the pheromone trails (the old local and the received ones):

  \[
  \tau_{ij}^r = \sum_{k=1}^{NC} \tau_{ij}^k
  \]

  where \( \tau_{ij}^r \) is the local pheromone trail, NC is the number of neighbor colonies, and \( \tau_{ij}^k \) is the pheromone trail received from the colony \( k \).

- **The exchange decision criterion (when?):** In addition to classical blind or “intelligent” adaptive conditions related to the improvement of solutions, the pheromone trails update values can initiate an information exchange.

A heterogeneous strategy is a parallel model in which the search components have different features. One can distinguish various levels of heterogeneity according to the source of the heterogeneity:

- **Parameter level:** The same metaheuristic is involved in the parallel model, but various parameter configurations are used [162,378,773,797].

- **Search level:** At this level the heterogeneity is introduced by using different search components (e.g., different mutation and crossover operators in EAs, different neighborhoods in S-metaheuristics, encodings) [9,23,292].

- **Optimization model level:** At this level each metaheuristic optimizes a different problem by using, for instance, different objective functions and/or constraints (e.g., approximations with various accuracies) [509].

- **Algorithm level:** This is the most general class in which different metaheuristics are involved in the parallel model [496,631].
6.1.2 Iteration-Level Parallel Model

Most of the metaheuristics are iterative methods. In this parallel model, the focus is on the parallelization of each iteration of metaheuristics. The iteration-level parallel model is generally based on the distribution of the handled solutions. Indeed, the most resource-consuming part in a metaheuristic is the evaluation of the generated solutions. Our concerns in this model are only search mechanisms that are problem-independent operations, such as the generation and evaluation of the neighborhood (or candidates solutions) in S-metaheuristics and the generation of successive populations in P-metaheuristics. Any search operator of a metaheuristic that is not specific to the tackled optimization problem is concerned with the iteration-level parallel model. This model keeps the sequence of the original algorithm, and hence the behavior of the metaheuristics is not altered.

6.1.2.1 Iteration-Level Model for S-Metaheuristics

In deterministic S-metaheuristics (e.g., local search, tabu search, variable neighborhood search), the generation and evaluation of the neighborhood (or candidate solutions) can be done in parallel. Indeed, this step is the most computation intensive of a S-metaheuristic. Most of the objective functions and constraints of real-life optimization problems deal with nonlinear components or even complex simulation to be performed.

In this parallel model, the neighborhood is decomposed into different partitions that are generally of equal size (Fig. 6.7). The maximum number of partitions will be equal to the size of the neighborhood. The partitions are generated and then evaluated in a parallel independent way. Following the selection strategies of local search heuristics, this parallel model is more or less synchronous:

- **Best improving neighbor:** In this case, all partitions have to be explored to find the best neighbor. This model is synchronous, one has to wait for the termination of the exploration of all partitions.

---

4 Also called parallel move model.
**First improving neighbor:** In this strategy, the exploration stops when an improving neighbor is found. This parallel model is asynchronous, there is no need to explore the whole neighborhood.

This model enables to explore very large neighborhoods. Indeed, some neighborhoods may have a very large size (see Section 2.1.2). The iteration-level parallel model may be extended easily to variable neighborhood search (VNS) metaheuristics, in which the same parallel exploration is applied to the various neighborhoods associated with the problem. Its extension to iterative local search (ILS) metaheuristics is straightforward as the iteration-level parallel model could be used at each iteration of the ILS metaheuristic.

Applied to probabilistic S-metatheuristics such as simulated annealing where only one candidate solution is evaluated at each iteration, this model needs to be rethought. Indeed, it is not easy to adapt this parallel model to simulated annealing due to its sequential nature. If different moves are evaluated in parallel, the model suffers from inconsistency due to the fact that many moves may be accepted. Theoretically, the solutions generated at a given temperature do not have to be successive. One has to divide the Markov chain into subchains carried out in parallel [41]. Two major approaches are usually used to manage the inconsistency:

- The evaluation of moves is performed in parallel and only noninteracting moves are accepted [354,665]. This strategy can be viewed as a domain decomposition approach. This strategy allows to preserve the convergence property of the sequential algorithm [354,482]. The difficulty of the approach is the determination of the noninteractive moves.
- The second approach consists in evaluating and accepting in parallel multiple interacting moves. Some errors in the calculation of the objective functions are allowed. Errors are corrected after a fixed number of moves. This may be done after each temperature by performing a synchronization between the parallel moves [354]. However, this strategy affects the convergence properties of the parallel algorithm compared to the sequential algorithm. Moreover, the efficiency of the algorithm may be affected by the synchronization cost [354].

**Example 6.5 Iteration-level parallel model for GRASP.** The traditional GRASP metaheuristic in which the iterations are independent fits very well with the iteration-level parallel model. The model will be based on parallelizing the different iterations; each algorithm is associated with an iteration. The number of parallel independent algorithms will be equal to the maximum number of iterations in GRASP. At the end of all algorithms, a cooperation is carried out to compute the best found solution.

**6.1.2.2 Iteration-Level Model for P-Metaheuristics** Parallel iteration-level models arise naturally when dealing with P-metatheuristics, since each element belonging to the population (e.g., individuals in EAs and EDAs, ants in ACO, particles in PSO, solutions in SS) is an independent unit. The iteration-level parallel
model in P-metaheuristics involves the distribution of the population (Fig. 6.7). The operations commonly applied to each of the population elements are performed in parallel.

In evolutionary algorithms, the population of individuals can be decomposed and handled in parallel. In the beginning of the parallelization of EAs, the well-known master–worker (also known as global parallelization) method was used. In this way a master performs the selection operations and the replacement (Fig. 6.8). The selection and replacement are generally sequential procedures, as they require a global management of the population. The associated workers perform the recombination, mutation, and the evaluation of the objective function. The master sends the partitions (subpopulation) to the workers. The workers return back newly evaluated solutions to the master.

According to the order in which the evaluation phase is performed in comparison with the other parts of the EA, two modes can be distinguished:

- **Synchronous**: In the synchronous mode, the worker manages the evolution process and performs in a serial way the different steps of selection and replacement. At each iteration, the master distributes the set of newly generated solutions among the workers and waits for the results to be returned back. After the results are collected, the evolution process is restarted. The model does not change the behavior of the EA compared to a sequential model. The synchronous execution of the model is always synchronized with the return back of the last evaluated solution.
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- **Asynchronous:** In the asynchronous mode, the evaluation phase is not synchronized with the other parts of the EA. The worker does not wait for the return back of all the evaluations to perform the selection, reproduction, and replacement steps. The *steady-state* EA is a good example illustrating the asynchronous model and its several advantages. In the asynchronous model applied to a steady-state EA, the recombination and the evaluation steps may be done concurrently. The master manages the evolution engine and two queues of individuals, each one with a given fixed size: individuals to be evaluated, and awaiting solutions being evaluated. The first ones wait for a free evaluating node. When the queue is full, the process blocks. The second ones are assimilated into the population as soon as possible (Fig. 6.9). The reproduced individuals are stored in a FIFO data structure, which represents the individuals to be evaluated. The EA continues its execution in an asynchronous manner, without waiting for the results of the evaluation phase. The selection and reproduction phase are carried out until the number of nonevaluated individuals equals the size of the data structure. Each evaluator agent picks an individual from the data structure, evaluates it, and stores the results into another data structure storing the evaluated individuals. The order of evaluation defined by the selection phase may not be the same as in the replacement phase. The replacement phase consists in receiving, in a synchronous manner, the results of the evaluated individual and applying a given replacement strategy of the current population.

**Example 6.6 Iteration-level parallel model for scatter search.** A parallel model for scatter search is obtained by parallelizing the combination and evaluation of solutions. The set of possible combinations is divided among a set of workers and solved in parallel [297]. Parallelizing the combination of solutions follows the same principle of the reproduction operator in EAs. This process may also be applied to the improvement procedure level, where the different improvement procedures are carried out in parallel for the different solutions (multistart algorithmic-level parallel model). Moreover, the iteration-level parallel model may be applied to each improvement...
procedure in a hierarchical manner. This occurs by evaluating the neighborhood in parallel.

In some P-metaheuristics (e.g., blackboard-based P-metaheuristics), some information must be shared. For instance, in ant colony optimization (ACO), the pheromone matrix must be shared by all ants. The master has to broadcast the pheromone trails to each worker. Each worker handles an ant process. It receives the pheromone trails, constructs a complete solution, and evaluates it. Finally, each worker sends back to the master the constructed and evaluated solution. When the master receives all the constructed solutions, it updates the pheromone trails [214,630,634,756] (Fig. 6.10).

Example 6.7 Iteration-level parallel model for estimation distribution algorithms.
In estimation distribution algorithms, the computation cost is largely determined by the estimation of the probability model. There are three possible levels at which EDA can be parallelized:

- **Learning level**: The goal of this iteration-level parallel model is to reduce the time necessary to learn the probability distribution. Some score metrics (such as BDe and BIC) are easier to decompose. In most of the cases, the algorithms try to reduce the time required to learn the probability distribution [511,520,539,589]. In general, these learning algorithms use a scoring and search procedures that define
a metric that measures the goodness of every candidate Bayesian network with respect to a database of cases.

- **Sampling level:** According to the probabilistic model, the sampling of new individuals may be performed in parallel [540, 589, 590].
- **Evaluation level:** This is the classical level for all P-metaheuristics in which the evaluation of the individuals is carried out in parallel [13].

The iteration-level parallel model is also useful in optimization problems with uncertainty (stochastic optimization), where a multiple evaluation of solutions is needed. Due to the uncertainty of data, different values of the objectives may be obtained at different evaluations. For instance, an aggregation function (e.g., computing the mean value) is applied to a given number of evaluations. An example of nondeterministic objective function is the Monte Carlo procedure, where a given number $s$ of different evaluations must be realized on a single solution. The objective function is the average over the $s$ values.

In robust optimization, the evaluation of a given solution needs to compute the objective function in the neighborhood of the solution (see Fig. 6.11). Indeed, a robust solution must have objective values that are not sensitive to the values of the decision variables. For some optimization problems such as engineering design, the robustness issue is very important.

### 6.1.3 Solution-Level Parallel Model

In this model, problem-dependent operations performed on solutions are parallelized. In general, the interest here is the parallelization of the evaluation of a single
solution (objective and/or constraints) (Fig. 6.12). This model is particularly interesting when the objective function or the constraints are time and/or memory consuming and/or input/output intensive. Indeed, most of real-life optimization problems need the intensive calculation of the objectives and/or the access to large input files or databases.

Two different solution-level parallel models may be carried out:

- **Functional decomposition:** In function-oriented parallelization, the objective function(s) and/or constraints are partitioned into different partial functions. The objective function(s) or the constraints are viewed as the aggregation of some partial functions. Each partial function is evaluated in parallel. Then, a reduction operation is performed on the results returned back by the computed partial functions. By definition, this model is synchronous, so one has to wait for the termination of all workers calculating the partial functions.

- **Data partitioning:** For some problems, the objective function may require the access to a huge database that could not be managed on a single machine. Due to a memory requirement constraint, the database is distributed among different sites, and data parallelism is exploited in the evaluation of the objective function. In data-oriented parallelization, the same identical function is computed on different partitions of the input data of the problem. The data are then partitioned or duplicated over different workers.

In the solution-level parallel model, the maximum number of parallel operations will be equal to the number of partial functions or the number of data partitions. A hybrid model can also be used in which a functional decomposition and a data partitioning are combined.

---

5 Also called acceleration move parallel model.
Example 6.8 Solution-level parallel model in multidisciplinary design optimization. The solution-level parallel model is important for solving large and complex real-world problems arising in multidisciplinary design optimization (MDO) problems. In MDO, many engineering domains with different models are involved in the design of a given system. Different disciplines and then different solvers are used to optimize this class of problems.

For instance, in designing a car, on one hand one has to optimize the airflow around the car using computational fluid dynamics (CFD) solvers. On the other hand, one has to optimize the toughness of material using finite element (FEM) solvers (Fig. 6.13). A hybrid model combining a functional decomposition and data partitioning can be used. The functional decomposition concerns with the various solvers issued from different domains. In each solver (e.g., structure, fluid dynamics), a data decomposition can be performed on the data (Fig. 6.13).

6.1.4 Hierarchical Combination of the Parallel Models

The three presented models for parallel metaheuristics may be used in conjunction within a hierarchical structure (Fig. 6.14). The parallelism degree associated with this hybrid model is very important. Indeed, this hybrid model is very scalable; the degree of concurrency is \( k \cdot m \cdot n \), where \( k \) is the number of metaheuristics used, \( m \) is the size of the population or the neighborhood, and \( n \) is the number of partitions or tasks associated with the evaluation of a single solution. For instance, if \( k = 100 \), \( m = 50 \), and \( n = 20 \), the degree of concurrency will be equal to 10,000!

6.2 PARALLEL IMPLEMENTATION OF METAHEURISTICS

Parallel implementation of metaheuristics deals with the efficient mapping of a parallel model of metaheuristics on a given parallel architecture (Fig. 6.15). The main concepts of parallel architectures and parallel programming models, which interfere with the implementation of parallel metaheuristics, are then presented. The main performance indicators that can be used to evaluate a parallel metaheuristic in terms of efficiency are also outlined.
Algorithmic level
Independent or cooperative self-contained metaheuristics

Iteration level
Parallel handling of solutions or populations

Solution level
Parallel handling of a single solution

FIGURE 6.14 Combination of the three parallel hierarchical models of metaheuristics.
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FIGURE 6.15 Parallel implementation of metaheuristics: mapping a parallel model of a metaheuristic on a given target parallel architecture.
6.2.1 Parallel and Distributed Architectures

The traditional Flynn classification of parallel architectures is based on two criteria: the number of instruction streams and the number of data streams that define the following four classes (Table 6.4):

- **SISD (single instruction stream—single data stream):** This class represents the traditional monoprocessor architecture executing a sequential program. This class tends to disappear. Nowadays, most of the processors composing our workstations and laptops are multicore processors (e.g., Intel or AMD multicore processors) that are multiprocessor machines on a single chip.

- **SIMD (single instruction stream—multiple data streams):** This class represents parallel architectures where the same instruction flow is executed on different data streams. The processors are restricted to execute the same program. This architecture is generally composed of specific processors (nonstandard components). It has a synchronous programming model that is based on data decomposition (data parallelism). They are very efficient in executing synchronized parallel algorithms that contain regular computations and regular data transfers. The SIMD architecture has been popular in the past for its simplicity and scalability, but tends to disappear for its high cost and particular programming model. When the computations or the data transfers become irregular or asynchronous, the SIMD machines become much less efficient.

- **MISD (multiple instruction streams—single data stream):** In MISD architectures, multiple instruction streams are executed on a single data stream. This class does not exist in practice. Sometimes this class of architecture is considered in regard to pipeline vector processors.

- **MIMD (multiple instruction streams—multiple data streams):** In MIMD architectures, multiple instruction streams are executed on multiple data streams. The processors are allowed to perform different types of instructions on different data. The tendency is to use the standard components (processors, network). In this chapter, our focus is mainly on the MIMD class of architectures that represents the most general model of parallel architectures.

Parallel architectures are evolving quickly. Nowadays, the classification of Flynn is not sufficient to describe the different types of parallel architectures and their characteristics. In the rest of this section, the main criteria of parallel architectures that

<table>
<thead>
<tr>
<th>Table 6.4 Traditional Flynn’s Classification of Parallel Architectures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single instruction stream</td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>SISD</td>
</tr>
<tr>
<td>MISD</td>
</tr>
</tbody>
</table>
will have an impact on the implementation of parallel metaheuristics are described: memory sharing, homogeneity of resources, resource sharing by multiple users, scalability, and volatility (Fig. 6.22). These criteria will be used to analyze the different parallel models and their efficient implementation. A guideline is given for the efficient implementation of each parallel model of metaheuristics according to each class of parallel architectures.

**Shared memory/distributed memory architectures:** The development of parallel architectures is dominated by two types of architectures: shared memory architectures and distributed memory architectures. In shared memory parallel architectures, the processors are connected by a shared memory (Fig. 6.16a). There are different interconnection schemes for the network (e.g., bus, crossbar, multistage crossbar). This architecture is easy to program. The conventional operating systems and programming paradigms of sequential programming can be used. There is only one address space for data exchange, but the programmer must take care of synchronization in memory access, such as the mutual exclusion in critical sections. This type of architecture has a poor scalability (from 2 to 128 processors in current technologies) and a higher cost. When the number of processors increases, the time overhead to transfer data becomes too high. Indeed, the more the number of processors is, the more the access to the network is, and then more the memory bandwidth is needed to solve the memory contention problem. Examples of such shared memory architectures are SMP (symmetric multiprocessor) machines, also known as CC-UMA (cache coherent uniform memory access), and multicore processors such as the Intel and AMD dual-core or quadri-core processors.

In distributed memory architectures, each processor has its own memory (Fig. 6.16b). The processors are connected by a given interconnection network using different topologies (e.g., hypercube, 2D or 3D torus, fat tree, multistage crossbars) (Fig. 6.17). This architecture is harder to program; data and/or tasks have to be explicitly distributed to processors. Exchanging information is also explicitly handled using message passing between nodes (synchronous or asynchronous communications). The cost of communication is not negligible and must be minimized to design...
an efficient parallel metaheuristic. However, this architecture has a good scalability in terms of the number of processors.

In recent years, clusters of processors (COWs) became one of the most popular parallel distributed memory architectures. A good ratio between cost and performance is obtained with this class of architectures. Indeed, the nodes of the machine are standard components and, therefore, they can be produced cheaply. For instance, in the “Beowulf” original architecture for COWs, the processors are interconnected by Ethernet network (10 Mb/s). Nowadays, processors are connected by fast interconnection networks such as Gigabit Ethernet, Myrinet, Quadrics, and Infiniband. This type of architecture is very flexible in terms of the number and type of nodes and networks.

The last decade is dominated by the development of hybrid architectures combining shared memory architecture with distributed memory ones. The principle of hybrid architectures is to take shared memory machines as main nodes and connect them using a fast network. For instance, the ccNUMA (nonuniform memory access) parallel architecture has a two-level hierarchy (Fig. 6.18). At the top level, a number of nodes are interconnected via a distributed memory architecture. At the lower level, each node is composed of a SMP machine. Hence, processors within one node can communicate
very fast with their shared memory. SMPs are connected through a less costly network with poorer performance. Hence, processors of different nodes have to communicate through a slower network. CLUMPS that are clusters of SMP machines are another example of hybrid architectures.

**Homogeneous/Heterogeneous parallel architectures:** Parallel architectures may be characterized by the homogeneity of the used processors, communication networks, operating systems, and so on. For instance, COWs are, in general, homogeneous parallel architectures.

The proliferation of powerful workstations and fast communication networks have shown the emergence of heterogeneous network of workstations (NOWs) as platforms for high-performance computing. This type of architecture is present in any laboratory, company, campus, institution, and so on. These parallel platforms are generally composed of an important number of owned heterogeneous workstations shared by many users. A load analysis of these platforms during long periods of time showed that only a few percentage of the available power is used. Then, they have a substantial amount of idle time (around 90% in education networks). A workstation belongs to an owner who does not tolerate external applications degrading the performance of his machine. The personal character of workstations must be taken into account. The faulty nature of workstations increases considerably the failure frequency of NOWs. If the failure rate of one node is $q$, the failure rate of a NOW of $n$ workstations is at least $n \cdot q$, considering the network failures. Therefore, the performance of the NOW decreases and users can suffer from losses of their computation, especially for long running applications such as solving large optimization problems. Performance in NOWs is limited by the high-communication latencies and the different
workloads of the machines at any given time (i.e., parallel architectures shared by many users).

Shared/nonshared parallel architectures: Most massively parallel machines (MPP) and clusters of workstations such as IBM SP3 are generally nonshared by the applications. Indeed, at a given time, the processors composing these architectures are dedicated to the execution of a single application. Network of workstations constitute a low-cost hardware alternative to run parallel algorithms but are, in general, shared by multiple users and applications.

Local area network (LAN)/wide area network (WAN): Massively parallel machines, clusters, and local networks of workstations may be considered as tightly coupled architectures. Large networks of workstations and grid computing platforms are loosely coupled and are affected by a higher cost of communication. During the last decade, grid computing systems have been largely deployed to provide high-performance computing platforms. The proliferation of research and industrial projects on grid computing is leading to the proposition of several, sometimes confusing, definitions of the grid concept. A computational grid is a scalable pool of heterogeneous and dynamic resources geographically distributed across multiple administrative domains and owned by different organizations [281]. The characteristics of such environment may have a great impact on the design of grid-enabled parallel metaheuristics.

The characteristics of grids could be summarized as follows:

- The grid includes multiple autonomous administrative domains. The resources are managed in different administrative domains (universities, labs, companies, etc.). The users and providers of resources are clearly identified. This allows to reduce the complexity of the security issue. However, the firewall traversal remains a critical problem to deal with. In global computing middlewares based on large-scale cycle stealing, the problem is solved in a natural way as communications are initiated from “inside the domains.”
- The grid is heterogeneous. The heterogeneity in a grid is intensified by its large number of resources belonging to different administrative domains. This heterogeneity of resources is due to multiple hardware vendors, different network protocols, different operating systems, and so on. The emergence of data exchange standards and Java-based technologies such as RMI allows to deal with the heterogeneity issue.
- The grid has a large scale. The grid has a large number of resources growing from hundreds of integrated resources to millions of PCs. The design of efficient and scalable grid applications has to take into account the communication delays.

Two types of grids may be distinguished:

- High-performance computing grid: This grid interconnects supercomputers or clusters via a dedicated high-speed network. In general, this type of grid is nonshared by multiple users (at the level of processors). Figure 6.19 shows the
architecture of GRID’5000 and Tera Grid that represent such high-performance computing grids.

- **Desktop grid:** This class of grids is composed of numerous owned workstations connected via nondedicated network such as the Internet. This grid is volatile and shared by multiple users and applications. Figure 6.20 shows an example of such a desktop grid: the PlanetLab platform.

  Peer-to-peer networks have been developed in parallel to grid computing technologies. Peer-to-peer infrastructures have been focused on sharing data and are increasingly popular for sharing computation.

![Figure 6.19](image1.png)

**FIGURE 6.19** Examples of high-performance computing grids: Grid’5000 (http://www.grid5000.fr) and Tera Grid platforms (http://www.teragrid.org).

![Figure 6.20](image2.png)

**FIGURE 6.20** An example of desktop grids: PlanetLab platform (http://www.planetlab.org/). In October 2008, PlanetLab was composed of 914 nodes at 473 sites.
TABLE 6.5 Characteristics of the Main Parallel Architectures

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Memory</th>
<th>Homogeneity</th>
<th>Sharing</th>
<th>Network</th>
<th>Volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMP</td>
<td>Shared</td>
<td>Hom</td>
<td>Yes/No</td>
<td>Local</td>
<td>No</td>
</tr>
<tr>
<td>multicore</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COW</td>
<td>Distributed</td>
<td>Hom or Het</td>
<td>No</td>
<td>Local</td>
<td>No</td>
</tr>
<tr>
<td>NOW</td>
<td>Distributed</td>
<td>Het</td>
<td>Yes</td>
<td>Local</td>
<td>Yes</td>
</tr>
<tr>
<td>HPC grid</td>
<td>Distributed</td>
<td>Het</td>
<td>No</td>
<td>Large</td>
<td>No</td>
</tr>
<tr>
<td>Desktop grid</td>
<td>Distributed</td>
<td>Het</td>
<td>Yes</td>
<td>Large</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Hom, homogeneous; Het, Heterogeneous.

Volatile/nonvolatile parallel architectures: Desktop grids are an example of volatile parallel architectures. In a volatile parallel architecture, there is a dynamic temporal and spatial availability of resources. In a desktop grid or a large network of shared workstations, volatility is not an exception but a rule. Due to the large-scale nature of the grid, the probability of resource failing is high. For instance, desktop grids have a faulty nature (e.g., reboot, shutdown, failure). Such a characteristic highlights some issues such as dynamic resource discovery and fault tolerance.

Table 6.5 recapitulates the characteristics of the main parallel architectures according to the presented criteria. These criteria will be used to analyze the efficient implementation of the different parallel models of metaheuristics.

A source for efficient and up-to-date information on the 500 most worldwide powerful machines can be found at www.top500.org. The top 10 machines head toward 100 T-Flops. Figure 6.21 illustrates the trend in terms of architectures in the past 15 years. The trend shows that clusters and grid systems (constellation) such as desktop grids aggregating standard and small machines will attract increasing interest in many fields and particularly in solving challenging complex optimization problems.

6.2.2 Dedicated Architectures

Dedicated hardware represents programmable hardware or specific architectures that can be designed or reused to execute a parallel metaheuristic. The most known dedicated hardware is represented by field programmable gate arrays (FPGAs) and graphical processing unit (GPU) (Fig. 6.22).

FPGAs are hardware devices that can be used to implement digital circuits by means of a programming process\(^7\) [836]. The use of the Xilinx’s FPGAs to implement different metaheuristics is more and more popular. The design and the prototyping of a FPGA-based hardware board to execute parallel metaheuristics may restrict some search components and tuning parameters. However, for some specific challenging

---

\(^6\)Flops = floating point operation per second. 1 TeraFlop = 1000 MegaFlop = 1000,000,000 = 1 billion operation per second.

\(^7\)Do not make an amalgam with evolvable hardware where the architecture is reconfigured using evolutionary algorithms.
optimization problems with a high use rate such as in bioinformatics, dedicated hardware may be a good alternative.

GPU is a dedicated graphics rendering device for a workstation, personal computer, or game console. Recent GPUs are very efficient at manipulating computer graphics, and their parallel SIMD structure makes them more efficient than

**FIGURE 6.21** Architecture evolution for the 500 most powerful machines in the world (www.top500.org).

**FIGURE 6.22** Hierarchical and flat classification of target parallel architectures for metaheuristics.
general-purpose CPUs for a range of complex algorithms [614]. A GPU can be integrated into the motherboard or can be placed on the top of a video card. The main companies producing GPUs are AMD (ATI Radeon series) and NVIDIA (NVIDIA Geforce series). More than 90% of personal computers integrated with GPUs are usually far less powerful than their add-in counterparts. This is why it would be very interesting to exploit this huge capacity of computing to implement parallel metaheuristics. The use of GPU for an efficient implementation of metaheuristics would remain a challenging issue in the years to come.

6.2.3 Parallel Programming Environments and Middlewares

Despite many research studies developing parallel automatic compilers, an the ideal compiler that translates a sequential program to a parallel one does not exist. So, the only way to design parallel efficient programs is, in general, to deal explicitly with parallel programming models.

The architecture of the target parallel machine strongly influences the choice of the parallel programming model to use. There are two main parallel programming paradigms: shared memory and message passing (Fig. 6.23).

In the shared memory paradigm, all the data can be shared by all the processes. The programmer has to formulate synchronization conditions such as mutual exclusion to avoid inconsistencies and deadlocks by using, for example, the concept of semaphores and synchronization barriers. Two main alternatives exist to program such architectures:

- **Multithreading**: A thread may be viewed as a lightweight process (Fig. 6.24). Different threads of the same process share some resources and the same address...
space. The main advantages of multithreading are the fast context switch, the low resource usage, and the possible recovery between communication and computation. On a single processor architecture, multithreading is implemented by time slicing where the processor switches between different threads. In multiprocessors or multicore systems, each thread can be executed on a different processor or core.

Multithreaded programming may be used within libraries such as the standard Pthreads library [102] or programming languages such as Java threads [401]. Nowadays, multithreaded programming has been introduced in most operating systems within the standard Pthreads library (Linux-based operating systems) or a proprietary library such as in the Solaris operating system or the Microsoft family (Windows XP, Vista). Multithreading has also been introduced in programming languages such as Java. The advantage in using Java threads is the portability aspect, but less efficiency will be obtained compared to the use of the Pthreads library binded with the C language.

- **Compiler directives:** One of the standard shared memory paradigms is OpenMP® (open multiprocessing). It represents a set of compiler directives (pragma—pragmatic information) interfaced with the languages Fortran, C, and C++ on Linux and Microsoft Windows platforms [122]. These directives are integrated into a sequential program to specify which sections of the program to be parallelized by the compiler. In addition to the compiler directives, OpenMP libraries are composed of routines and environmental variables that influence the parallel execution of the program.

---

8 www.openmp.org.
Distributed memory parallel programming environments are mainly based on the following three paradigms:

- **Message passing:** Message passing is probably the most widely used paradigm to program parallel architectures. In the message passing paradigm, processes (or threads) of a given parallel program communicate by exchanging messages in a synchronous or asynchronous way (Fig. 6.25). The well-known programming environments based on message passing are sockets, PVM (parallel virtual machine), and MPI (message passing interface).

  Sockets represent a low-level application interface (API) that implement interprocess communication. They are based on TCP/UDP transport protocols and are error prone. Sockets are interfaced with the C and Java languages and are also available in the .NET platform.

  PVM and MPI are standard communication libraries. They enable portable communication in heterogeneous architectures. MPI-2 is now the *de facto* standard. It provides a set of routines for point-to-point communication, group communication, and management of groups that can be interfaced with the C, C++, and the Fortran languages. Different implementations of the MPI standard API such as MPICH\(^9\) and LAM-MPI\(^10\) are available.

- **Remote procedure call:** Remote procedure call (RPC) represents a traditional way of programming parallel and distributed architectures. It allows a program to cause a procedure to execute on another processor. In RPC, the programmer does not explicitly specify the details for the remote call and interaction. Hence, the programmer will have the same program code whether the procedure is local or remote to the calling program (Fig. 6.26).

- **Object-oriented models:** As in sequential programming, parallel object-oriented programming is a natural evolution of RPC. A classical example of such

---


\(^{10}\)http://www.mpi.nd.edu/lan.
A client sends a request to a remote server to execute a specific procedure. In asynchronous RPC, the client continues to execute, whereas in synchronous RPC, the client blocks until the termination of the remote procedure and the reception of the results. The interface description language (IDL) is a standard contact mechanism that allows the servers to be accessed by different clients.

Recent development in this area was made in mixed-mode programming models. The idea is to use shared memory programming paradigms inside the nodes in which the memory is shared and message passing programming models between the nodes in which the memory is distributed. For instance, mixing multithreading and MPI programming is a traditional way to implement hybrid parallel programs.

In the last decade, a great work has been carried out on the development of grid middlewares. Figure 6.27 illustrates the architecture of grid middlewares. The middleware components address the issues related to remote access, resource management, security, resource discovery, and so forth. The Globus\textsuperscript{11} toolkit represents the \textit{de facto} standard grid middleware. It supports the development of distributed service-oriented computing applications [711].

As in parallel programming environments, grid computing environments are based on the same paradigms:

- **Message passing**: The most used grid programming environments are Condor and MPICH-G. Condor\textsuperscript{12} is a resource management system for high-throughput

\textsuperscript{11}www.globus.org.
\textsuperscript{12}http://www.cs.wisc.edu/condor.
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**FIGURE 6.27** Architecture of grid middlewares.

computing. It deals with heterogeneous computing within multiuser shared resources. It allows to manage shared and volatile resources by deciding their availability, using both the average CPU load and the information about the recent use of some peripherals such as the keyboard and mouse. An environment including such resources is said adaptive since tasks are scheduled among idle resources and dynamically migrated when some resources get used or failed. In addition, Condor uses some sophisticated techniques like matchmaking and checkpointing [767]. These techniques allow to associate job requirements and policies on resource owners, to periodically save the state of running jobs, and to restart them using this state after their failure. Condor is implemented on PVM and MPI. It has been interfaced with Globus within Condor-G. Flocking and Condor pool have been recently integrated for a more efficient scalability.

The MPICH-G2\(^{13}\) message passing library has been implemented using the services of the Globus toolkit [449]. It is grid-enabled implementation of the MPI standard.

- **Remote procedure call:** Grid RPC is a grid-enabled implementation of RPC. Its main advantage is the simplicity of use. Netsolve, Ninf-G, and Diet represent such a model implementation.

- **Object-oriented model:** Legion and Proactive are representatives of grid computing middlewares based on object-oriented concepts. The future trend is to combine grid computing technologies and Web services. This has been specified in the OGSA standard (open grid services architecture).

It is not easy to propose a guideline on which environment to use in programming a parallel metaheuristic. It will depend on the target architecture, the parallel model of

\(^{13}\)http://www3.niu.edu/mpi/.
TABLE 6.6 Parallel Programming Environments for Different Parallel Architectures

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Examples of Suitable Programming Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMP multicore</td>
<td>Multithreading library within an operating system (e.g., Pthreads) Multithreading within languages: Java OpenMP interfaced with C, C++, or Fortran</td>
</tr>
<tr>
<td>Hybrid ccNUMA</td>
<td>Message passing library: MPI interfaced with C, C++, Fortran</td>
</tr>
<tr>
<td>NOW</td>
<td>Message passing library: MPI interfaced with C, C++, Fortran Condor or object models (JavaRMI)</td>
</tr>
<tr>
<td>HPC grid</td>
<td>MPICH-G (Globus) or GridRPC models (Netsolve, Diet)</td>
</tr>
<tr>
<td>Desktop grid</td>
<td>Condor-G or object models (Proactive)</td>
</tr>
</tbody>
</table>

metaheuristics, and the user preferences. Some languages are more system oriented, such as C and C++. More portability is obtained with Java but at the cost of less efficiency. This trade-off represents the classical efficiency/portability compromise. A Fortran programmer will be more comfortable with OpenMP. RPC models are more adapted to implement services. Condor represents an efficient and easy way to implement parallel programs on shared and volatile distributed architectures such as large networks of heterogeneous workstations and desktop grids, where fault tolerance is ensured by a checkpoint/recovery mechanism. The use of MPI-G within Globus is more or less adapted to high-performance computing grids. However, the user has to deal with complex mechanisms such as dynamic load balancing and fault tolerance. Table 6.6 gives a guideline depending on the target parallel architecture.

### 6.2.4 Performance Evaluation

For sequential algorithms, the main performance measure is the execution time as a function of the input size. In parallel algorithms, this measure also depends on the number of processors and the characteristics of the parallel architecture. Hence, some classical performance indicators have been introduced to evaluate the scalability of parallel algorithms such as the speedup and the efficiency [487]. The scalability of a parallel algorithms measures its ability to achieve performance proportional to the number of processors.

The speedup $S_N$ is defined as the time $T_1$ it takes to complete a program with one processor divided by the time $T_N$ it takes to complete the same program with $N$ processors.

$$S_N = \frac{T_1}{T_N}$$

One can use the `wall clock time` instead of the `CPU time`. The CPU time is the time a processor spends in the execution of the program, and the wall clock time is the time
of the whole program including the input and output. Conceptually, the speedup is defined as the gain achieved by parallelizing a program. The larger the speedup, the greater the gain (Fig. 6.28). If \( S_N > N \) (resp. \( S_N = N \)), a superlinear (resp. linear) speedup is obtained. Mostly, a sublinear speedup \( S_N < N \) is obtained. This is due to the overhead of communication and synchronization costs. The case \( S_N < 1 \) means that the sequential time is smaller than the parallel time, which is the worst case. This will be possible if the communication cost is much higher than the execution cost.

The efficiency \( E_N \) using \( N \) processors is defined as the speedup \( S_N \) divided by the number of processors \( N \).

\[
E_N = \frac{S_N}{N}
\]

Conceptually, the efficiency can be defined as how well are \( N \) processors used when the program is computed in parallel. An efficiency of 100% means that all of the processors are being fully used all the time. For some large real-life applications, it is impossible to have the sequential time as the sequential execution of the algorithm cannot be performed. Then, the incremental efficiency \( E_{N-M} \) may be used to evaluate the efficiency extending the number of processors from \( N \) to \( M \) processors.

\[
E_{N-M} = \frac{N \cdot E_N}{M \cdot E_M}
\]

Different definitions of the speedup may be used depending on the definition of the sequential time reference \( T_1 \). Asking what is the best measure is useless; there is no global dominance between the different measures. The choice of a given definition depends on the objective of the performance evaluation analysis. Then, it is important to specify clearly the choice and the objective of the analysis.
The *absolute speedup* is used when the sequential time $T_1$ corresponds to the best known sequential time to solve the problem. Unlike other scientific domains such as numerical algebra where for some operations the best known sequential algorithm is known, in metaheuristic search it is difficult to identify the best known sequential algorithm. So, the absolute speedup is rarely used. The *relative speedup* is used when the sequential time $T_1$ corresponds to the parallel program executed on a single processor.

Moreover, different stopping conditions may be used.

- **Fixed number of iterations**: This condition is the most used to evaluate the efficiency of a parallel metaheuristic. Using this definition, a superlinear speedup is possible $S_N > N$. This is due to the characteristics of the parallel architecture where there are more resources (e.g., size of main memory and cache) than in a single processor (Fig. 6.29a). For instance, the search memory of a metaheuristic executed on a single processor may be larger than the main memory of a single processor and then some swapping will be carried out in the cache that represents an overhead in the sequential time. When using a parallel architecture, the whole memory of the metaheuristic will fit in the main memory of its processors, and then the memory swapping overhead will not occur.

- **Convergence to a solution with a given quality**: This definition is interesting to evaluate the effectiveness of a parallel metaheuristic. It is only valid for parallel models of metaheuristics based on the algorithmic level that alter the behavior of the sequential metaheuristic. A superlinear speedup is possible and is due to the characteristics of the parallel search (Fig. 6.29b). Indeed, the order of searching different regions of the search space is not the same as in sequential search. This is similar to the superlinear speedups obtained in exact search algorithms such as branch and bound\textsuperscript{14} [748].

\textsuperscript{14}This phenomenon is called speedup anomaly.
For stochastic metaheuristics such as evolutionary algorithms and when the stopping condition is based on the quality of the solution, one cannot use the speedup metric as defined previously. The original definition may be extended to the average speedup:

\[ S_N = \frac{E(T_1)}{E(T_N)} \]

The same seed for the generation of random numbers must be used for a more fair experimental performance evaluation.

The speedup metric has to be reformulated for heterogeneous architectures. The efficiency metric may be used for this class of architectures. Moreover, it can be used for shared parallel machines with multiple users.

### 6.2.5 Main Properties of Parallel Metaheuristics

This section deals with the main properties of parallel metaheuristics that must be taken into account for an efficient implementation. The design aspects have been outlined in Section 6.1.

The performance of a parallel metaheuristic on a given parallel architecture mainly depends on its **granularity**. The granularity of a parallel program is the amount of computation performed between two communications. It computes the ratio between the computation time and the communication time. The three parallel models presented in Section 6.1 (algorithmic level, iteration level, solution level) have a decreasing granularity from coarse grained to fine grained. The granularity indicator has an important impact on the speedup. The larger is the granularity, the better is the obtained speedup.

The **degree of concurrency** of a parallel metaheuristic is represented by the maximum number of parallel processes at any time. This measure is independent from the target parallel architecture. It is an indication of the number of processors that can be employed usefully by the parallel metaheuristic.

Asynchronous communications and the recovery between computation and communication are also important issues for a parallel efficient implementation. Indeed, most of the actual processors integrate different parallel elements such as ALU, FPU, GPU, DMA, and so on. Most of the computing part takes part in cache (see Fig. 6.30). Hence, the RAM bus is often free and can be used by other elements such as the DMA. Hence, input/output operations can be recovered by computation tasks.

Scheduling the different tasks composing a parallel metaheuristic is another classical issue to deal with for their efficient implementation. Different scheduling strategies may be used depending on whether the number and the location of works (tasks, data) depend or not on the load state of the target machine:

- **Static scheduling**: This class represents parallel metaheuristics in which both the number of tasks of the application and the location of work (tasks, data) are generated at compile time. Static scheduling is useful for homogeneous and
nonshared and nonvolatile heterogeneous parallel architectures. Indeed, when there are noticeable load or power differences between processors, the search time of an iteration is derived from the maximum execution time over all processors, presumably on the most highly loaded processor or the least powerful processor. A significant number of tasks are often idle, waiting for other tasks to complete their work.

- **Dynamic scheduling:** This class represents parallel metaheuristics for which the number of tasks is fixed at compile time, but the location of work is determined and/or changed at run time. The tasks are dynamically scheduled on the different processors of the parallel architecture. Dynamic load balancing is important for shared (multiuser) architectures, where the load of a given processor cannot be determined at compile time. Dynamic scheduling is also important for irregular parallel metaheuristics in which the execution time cannot be predicted at compile time and varies during the search. For instance, this happens when the evaluation cost of the objective function depends on the solution. Many dynamic load balancing strategies may be applied. For instance, during the search, each time a processor finishes its work, it proceeds to a work demand. The degree of parallelism of this class of scheduling algorithms is not related to load variations in the target machine. When the number of tasks exceeds the number of idle nodes, multiple tasks are assigned to the same node. Moreover, when there are more idle nodes than tasks, some of them would not be used.

- **Adaptive scheduling:** Parallel adaptive algorithms are parallel computations with a dynamically changing set of tasks. Tasks may be created or killed as a function of the load state of the parallel machine. A task is created automatically when a node becomes idle. When a node becomes busy, the task is killed. Adaptive load balancing is important for volatile architectures such as desktop grids.

For some parallel and distributed architectures such as shared networks of workstations and grids, fault tolerance is an important issue. Indeed, in volatile shared architectures and large-scale parallel architectures, the fault probability is relatively
important. Checkpointing and recovery techniques constitute one answer to this problem. Application-level checkpointing is much more efficient than the system-level checkpointing where a checkpoint of the global state of a distributed application is realized. This task is memory and time consuming. In application-level checkpointing, only the minimal information is checkpointed. A reduced cost is then obtained in terms of memory and time.

Finally, security issues may be important for the large-scale distributed architectures, such as grids and peer-to-peer systems (multidomain administration, firewall, etc.), and some specific applications, such as medical and bioinformatics research applications of industrial concern.

In the following sections, the different parallel models of metaheuristics are analyzed successively according to the above-mentioned properties.

6.2.6 Algorithmic-Level Parallel Model

Granularity: The algorithmic-level parallel model has the largest granularity. Indeed, exchanging the information is, in general, much less costly than the computation time of a metaheuristic. There is a relatively low communication requirements for this model. The more significant the frequency of exchange and the size of exchanged information, the smaller the granularity. This parallel model is most suited to the large-scale distributed architectures over Internet such as grids. Moreover, the trivial model with independent algorithms is convenient for low-speed networks of workstations over intranet. This model is embarrassingly parallel. Indeed, as there is no essential dependency and communication between the algorithms, the speedup is generally linear for this parallel model.

For an efficient implementation, the frequency of exchange (resp. the size of the exchanged data) must be correlated to the latency (resp. bandwidth) of the communication network of the parallel architecture. To optimize the communication between processors, the exchange topology can be specified according to the interconnection network of the parallel architecture. The specification of the different parameters associated with the blind or intelligent migration decision criterion (migration frequency/probability and improvement threshold) is particularly crucial on a computational grid. Indeed, due to the heterogeneous nature of this latter, these parameters must be specified for each metaheuristic in accordance with the machine it is hosted on.

Scalability: The degree of concurrency of the algorithmic-level parallel model is limited by the number of metaheuristics involved in solving the problem. In theory, there is no limit. However, in practice, it is limited by the owned resources of the target parallel architectures and also by the effectiveness aspect of using a large number of metaheuristics.

Synchronous/asynchronous communications: The implementation of the algorithmic-level model is either asynchronous or synchronous. The asynchronous mode associates with each metaheuristic an exchange decision criterion that is evaluated at each iteration of the metaheuristic from the state of its memory. If the criterion is satisfied, the metaheuristic communicates with its neighbors. The exchange requests are managed by the destination metaheuristics within an undetermined delay.
The reception and integration of the received information is thus performed during the next iterations. However, in a computational grid context, due to the material and/or software heterogeneity issue, the metaheuristics could be at different evolution stages leading to the noneffect and/or supersolution problem. For instance, the arrival of poor solutions at a very advanced stage will not bring any contribution as these solutions will likely not be integrated. In the opposite situation, the cooperation will lead to a premature convergence. From another point of view, as it is nonblocking, the model is more efficient and fault tolerant to such a degree the threshold of wasted exchanges is not exceeded. In the synchronous mode, the metaheuristics perform a synchronization operation at a predefined iteration by exchanging some data. Such operation guarantees that the metaheuristics are at the same evolution stage, and so prevents the noneffect and supersolution quoted below. However, in heterogeneous parallel architectures, the synchronous mode is less efficient in terms of consumed CPU time. Indeed, the evolution process is often hanging on powerful machines waiting the less powerful ones to complete their computation. On the other hand, the synchronous model is not fault tolerant as wasting a metaheuristic implies the blocking of the whole model in a volatile environment. Then, the synchronous mode is globally more complex and less efficient on a computational grid.

Asynchronous communication is more efficient than synchronous communication for shared architectures such as NOWs and desktop grids (e.g., multiple users, multiple applications). Indeed, as the load of networks and processors is not homogeneous, the use of synchronous communication will degrade the performances of the whole system. The least powerful machine will determine the performance.

On a volatile computational grid, it is difficult to efficiently maintain topologies such as rings and torus. Indeed, the disappearance of a given node (i.e., metaheuristic(s)) requires a dynamic reconfiguration of the topology. Such reconfiguration is costly and makes the migration process inefficient. Designing a cooperation between a set of metaheuristics without any topology may be considered. For instance, a communication scheme in which the target metaheuristic is randomly selected is more efficient for volatile architecture such as desktop grids. Many experimental results show that such topology allows a significant improvement in the robustness and quality of solutions. The random topology is therefore thinkable and even commendable in a computational grid context.

Scheduling: Concerning the scheduling aspect, in the algorithmic-level parallel model, the tasks correspond to metaheuristics. Hence, the different scheduling strategies will differ as follows:

- **Static scheduling**: The number of metaheuristics is constant and correlated to the number of processors of the parallel machine. A static mapping between the metaheuristics and the processors is realized. The localization of metaheuristics will not change during the search.

- **Dynamic scheduling**: Metaheuristics are dynamically scheduled on the different processors of the parallel architecture. Hence, the migration of metaheuristics during the search between different machines may happen.
TABLE 6.7 Checkpoint Information for Some Metaheuristics in the Algorithmic-Level Parallel Model

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>Checkpoint Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local search</td>
<td>Current solution</td>
</tr>
<tr>
<td>Simulated annealing</td>
<td>Current solution, cooling schedule</td>
</tr>
<tr>
<td>Tabu search</td>
<td>Current solution, iteration, tabu list, medium- and long-term memories</td>
</tr>
<tr>
<td>Evolutionary algorithms</td>
<td>Population, generation</td>
</tr>
<tr>
<td>Ant colonies</td>
<td>Pheromone trails, iteration</td>
</tr>
<tr>
<td>Particle swarm</td>
<td>Population, iteration</td>
</tr>
<tr>
<td>Estimation distribution algorithms</td>
<td>Probabilistic model, generation</td>
</tr>
<tr>
<td>Scatter search</td>
<td>Reference set, population, iteration</td>
</tr>
</tbody>
</table>

The iteration (i.e., generation) is memorized if it is used in the stopping criteria. Otherwise, any information used in the stopping criteria must be checkpointed. Moreover, for any metaheuristic, the elite solutions found (e.g., best found solutions) are among the checkpointed data.

- Adaptive scheduling: The number of metaheuristics involved in the search will vary dynamically. For example, when a machine becomes idle, a new metaheuristic is launched to perform a new search. When a machine becomes busy or faulty, the associated metaheuristic is stopped.

Fault tolerance: The memory state of the algorithmic-level parallel model required for the checkpointing mechanism is composed of the memory of each metaheuristic and the information being migrated. Table 6.7 summarizes the main information to deal with in checkpointing different metaheuristics. For stochastic metaheuristics, one has to note that in an asynchronous mode, such memory may not be critical.

Example 6.9 GRASP in a homogeneous nonshared parallel machine. As mentioned in Example 6.5, a straightforward parallel model for GRASP is based on parallelizing the different iterations. Let us suppose that the different iterations have more or less the same computational time. The granularity of a parallel implementation is related to the number of iterations carried out by a process. For a homogeneous nonshared parallel machine such as a reserved cluster, a static load balancing strategy may be used by fixing the granularity to $\text{max-iterations}/p$ where $\text{max-iterations}$ is the maximum number of iterations for the GRASP metaheuristic and $p$ is the number of processors of the cluster. Hence, each process will perform $\text{max-iterations}/p$ iterations. The same solution holds for the multistart local search model.

6.2.7 Iteration-Level Parallel Model

Granularity: A medium granularity is associated with the iteration-level parallel model. The ratio between the evaluation of a partition and the communication cost of a partition determines the granularity. This parallel model is efficient if the evaluation
of a solution is time consuming and/or there are a large number of candidate solutions to evaluate. In S-metaheuristics, it will depend on the number of neighbors in each partition, while in P-metaheuristics, it will depend on the number of solutions (e.g., individuals, ants, particles) in each subpopulation.

**Scalability:** The degree of concurrency of this model is limited by the size of the neighborhood for S-metaheuristics and the size of the population for P-metaheuristics. The use of very large neighborhoods and large populations will increase the scalability of this parallel model.

**Synchronous/asynchronous communications:** Introducing asynchronism in the iteration-level parallel model will increase the efficiency of parallel metaheuristics. In the iteration-level parallel model, asynchronous communications are related to the asynchronous evaluation of partitions and construction of solutions. Unfortunately, this model is more or less synchronous. Asynchronous evaluation is more efficient for heterogeneous or shared or volatile parallel architectures. Moreover, asynchronism is necessary for optimization problems where the computation cost of the objective function (and constraints) depends on the solution. Different solutions may have different evaluation costs.

For S-metaheuristics, asynchronism may be introduced by using the best improving strategy for selecting the neighbor. Indeed, in the best improving strategy of selection, a parallel synchronous scheme must be applied. One has to wait the termination of the evaluation of the whole neighborhood to determine the best neighbor. In P-metaheuristics, asynchronism may be introduced by relaxing the synchronization constraints. For instance, in evolutionary algorithms, the steady-state algorithms may be used in the reproduction phase.

The two main advantages of the asynchronous model over the synchronous model are the fault tolerance of the asynchronous model and the robustness in case of the fitness computation that can take very different computations time. Although some time-out detection can be used to address the former issue, the latter one can be partially overcome if the grain is set to very small values, as individuals will be sent out for evaluations upon request of the workers. Therefore, the model is blocking and thus less efficient on an heterogeneous computational grid. Moreover, as the model is not fault tolerant, the disappearance of an evaluating agent requires the redistribution of its individuals to other agents. As a consequence, it is essential to store all the solutions not yet evaluated. From another point of view, the scalability of the model is limited to the size of the population.

**Scheduling:** In the iteration-level parallel model, tasks correspond to the construction/evaluation of a set of solutions. Hence, the different scheduling strategies will differ as follows:

- **Static scheduling:** Here, a static partitioning of the neighborhood or the population is applied. For instance, the neighborhood or the population is decomposed into equal-size partitions, depending on the number of processors of the parallel homogeneous nonshared machine. A static mapping between the partitions and the processors is realized. For a heterogeneous nonshared machine, the size of each partition must be initialized according to the performance of the processors.
The static scheduling strategy is not efficient for variable computational costs of equal partitions. This happens for optimization problems where different costs are associated with the evaluation of solutions. For instance, in genetic programming, individuals may widely vary in size and complexity. This makes a static scheduling of the parallel evaluation of the individuals not efficient [274, 441].

- **Dynamic scheduling:** A static partitioning is applied but a dynamic migration of tasks can be carried out depending on the varying load of processors. The number of tasks generated may be equal to the size of the neighborhood or the population. Many tasks may be mapped on the same processor. Hence, more flexibility is obtained for the scheduling algorithm. If the first improving strategy is used to select a neighbor in S-metaheuristics, a dynamic scheduling scheme is more efficient as there is a large variability in exploring the different partitions. For instance, the approach based on the master–workers cycle stealing may be applied. To each worker is first allocated a small number of solutions. Once it has performed its iterations, the worker requests the master for additional solutions. All the workers are stopped once the final result is returned. Faster and less-loaded processors handle more solutions than the others. This approach allows to reduce the execution time compared to the static one.

- **Adaptive scheduling:** The objective of this model is to adapt the number of partitions generated to the load of the target architecture. More efficient scheduling strategies are obtained for shared, volatile, and heterogeneous parallel architectures such as desktop grids.

**Fault tolerance:** The memory of the iteration-level parallel model required for the checkpointing mechanism is composed of the different partitions. For S-metaheuristics, the partitions are composed of a set of neighbors with their associated objective values. For P-metaheuristics, the partitions are composed of a set of (partial) solutions and their associated objective values.

**Example 6.10** Asynchronous evaluation in a steady-state evolutionary algorithm. The asynchronous model of evaluating the individuals (see Section 6.1.2) is more efficient than the synchronous one in terms of scheduling flexibility and fault tolerance. This model is more efficient on a heterogeneous and shared machines. Moreover, it is a fault-tolerant model. A fault of an evaluator processors does not affect the parallel program. This is an important aspect in heterogeneous networks of owned workstations and desktop grids, where the probability to have a fault is relatively important. It is naturally nonblocking and fault tolerant. The threshold of wasted evaluations is not exceeded because no control is performed on the solutions sent for evaluation. In addition, the asynchronous mode is well adapted in terms of efficiency to applications with an irregular evaluation cost of the objective function. Furthermore, it is not necessary to store the solutions evaluated by the workers, and the memory usage is thus optimized. On the other hand, the degree of concurrency is not limited by the size of the population.

### 6.2.8 Solution-Level Parallel Model

**Granularity:** This parallel model has a fine granularity. There is a relatively high communication requirements for this model. In the functional decomposition parallel
model, the granularity will depend on the ratio between the evaluation cost of the subfunctions and the communication cost of a solution. In the data decomposition parallel model, it depends on the ratio between the evaluation of a data partition and its communication cost.

The fine granularity of this model makes it less suitable for large-scale distributed architectures where the communication cost (in terms of latency and/or bandwidth) is relatively important, such as in grid computing systems. Indeed, its implementation is often restricted to clusters or network of workstations or shared memory machines.

Scalability: The degree of concurrency of this parallel model is limited by the number of subfunctions or data partitions. Although its scalability is limited, the use of the solution-level parallel model in conjunction with the two other parallel models enables to extend the scalability of a parallel metaheuristic.

Synchronous/asynchronous communications: The implementation of the solution-level parallel model is always synchronous following a master–workers paradigm. Indeed, the master must wait for all partial results to compute the global value of the objective function. The execution time $T$ will be bounded by the maximum time $T_i$ of the different tasks. An exception occurs for hard-constrained optimization problems, where feasibility of the solution is first tested. The master terminates the computations as soon as a given task detects that the solution does not satisfy a given hard constraint. Due to its heavy synchronization steps, this parallel model is worth applying to problems in which the calculations required at each iteration are time consuming. The relative speedup may be approximated as follows:

$$S_n = \frac{T}{\alpha + T/n}$$

where $\alpha$ is the communication cost.

Scheduling: In the solution-level parallel model, tasks correspond to subfunctions in the functional decomposition and to data partitions in the data decomposition model. Hence, the different scheduling strategies will differ as follows:

- **Static scheduling:** Usually, the subfunctions or data are decomposed into equal-size partitions, depending on the number of processors of the parallel machine. A static mapping between the subfunctions (or data partitions) and the processors is applied. As for the other parallel models, this static scheme is efficient for parallel homogeneous nonshared machine. For a heterogeneous nonshared machine, the size of each partition in terms of subfunctions or data must be initialized according to the performance of the processors.

- **Dynamic scheduling:** Dynamic load balancing will be necessary for shared parallel architectures or variable costs for the associated subfunctions or data partitions. Dynamic load balancing may be easily achieved by evenly distributing at run time the subfunctions or the data among the processors. In optimization problems, where the computing cost of the subfunctions is unpredictable, dynamic load balancing is necessary. Indeed, a static scheduling cannot be efficient because there is no appropriate estimation of the task costs (i.e., unpredictable cost).
## 6.3 Parallel Metaheuristics for Multiobjective Optimization

More and more applications are concerned with parallel multiobjective optimization in different domains such as in engineering and life sciences. In addition to the classical motivations of designing parallel metaheuristics, interactive decision-making approaches need real-time solving of MOPs. When trying to solve real-world problems, multiobjective metaheuristics may not be powerful enough to provide a good approximation of the Pareto set in a reasonable time. Let us consider a MOP whose function evaluation requires 1 min; then, to carry out 25,000 evaluations (a typical value in many experiments), around 17 days of computing time is necessary. This becomes worse if one considers that for the evaluation of a metaheuristic when solving the problem, a minimum of 30 independent runs have to be performed. In this situation, parallelism must be considered to tackle these kinds of MOPs.

---

### Table 6.8: Efficient Implementation of Parallel Metaheuristics According to Some Performance Metrics and Used Strategies

<table>
<thead>
<tr>
<th>Property</th>
<th>Algorithmic Level</th>
<th>Iteration Level</th>
<th>Solution Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Granularity</td>
<td>Coarse</td>
<td>Medium</td>
<td>Fine</td>
</tr>
<tr>
<td></td>
<td>(frequency of exchange, size of information)</td>
<td>(No. of solutions per partition)</td>
<td>(Eval. subfunctions, eval. data partitions)</td>
</tr>
<tr>
<td>Scalability</td>
<td>Number of metaheuristics</td>
<td>Neighborhood size, population size</td>
<td>No. of subfunctions, No. of data partitions</td>
</tr>
<tr>
<td>Asynchronism</td>
<td>High (information exchange)</td>
<td>Moderate (evaluation of solutions)</td>
<td>Exceptional (feasibility test)</td>
</tr>
<tr>
<td>Scheduling and fault tolerance</td>
<td>Metaheuristic</td>
<td>Solution(s)</td>
<td>Partial solution(s)</td>
</tr>
</tbody>
</table>

- **Adaptive scheduling:** In adaptive scheduling, the number of subfunctions or data partitions generated is adapted to the load of the target architecture. More efficient scheduling strategies are obtained for shared, volatile, and heterogeneous parallel architectures such as desktop grids.

- **Fault tolerance:** The memory of the solution-level parallel model required for the checkpointing mechanism is straightforward. It is composed of the solution and its partial objective values calculation.

  Depending on the target parallel architecture, Table 6.8 presents a general guideline for the efficient implementation of the different parallel models of metaheuristics. For each parallel model (algorithmic level, iteration level, solution level), the table shows its characteristics according to the outlined criteria (granularity, scalability, asynchronism, scheduling, and fault tolerance).
As mentioned in Chapter 4, optimal solution of a MOP is not a single solution but a set of solutions, known as the set of Pareto optimal solutions. This characteristic has a large impact on the adaptation of parallel models for metaheuristics in solving MOP. The following sections revisit the design and implementation aspects of the different parallel models of multiobjective metaheuristics. Hence, the focus is only on specific aspects of MOPs. All presented aspects of parallel models for monoobjective optimization can be useful for MOPs.

6.3.1 Algorithmic-Level Parallel Model for MOP

Besides the search for speedup, improvements in the solution quality should also be sought in the algorithmic-level parallel model. Although the latter is likely to be the most important contribution of parallelism to metaheuristics [166], few of such parallel search models have been especially designed for multiobjective optimization until recently [790].

P-metaheuristics are easier to adapt for MOP as they work on a population of solutions. Hence, this model has been mostly used for P-metaheuristics. In general, an archive is maintained in parallel to the current population. This archive contains all Pareto optimal solutions generated during the search.

In designing an algorithmic-level parallel metaheuristic for MOPs, the same questions arise (Fig. 6.4). Some answers are specific to MOPs.

- **The exchange decision criterion (when?):** Only the “intelligent” adaptive criteria are considered here. Adaptive exchanges are guided by some characteristics of the multiobjective search. For instance, it may depend on the evolution of the quality of the Pareto set instead of a single solution in monoobjective optimization. A classical criterion is related to the update of the archive, which means that a new Pareto solution is found.

- **The exchange topology (where?):** Multiobjective optimization has no specific impact on this issue.

- **The information exchanged (what?):** This parameter will be specific to MOPs. In general, the information exchanged is composed of the following:
  - Pareto solutions: This information deals with any selection strategy of the generated Pareto solutions during the search. In general, it contains solutions from the current population and/or the archive. The number of Pareto optimal solutions may be an absolute value or a percentage of the sets.
  - Search memory: This information deals with a search memory of a metaheuristic excluding the Pareto optimal solutions as in monoobjective optimization.

  The size of the data exchanged (for instance, the number of Pareto solutions) will influence the granularity of the model. If the number of Pareto solutions is high, the communication cost will be exorbitant particularly on a large-scale parallel architectures such as grids.
• **The integration policy (how?):** The local copies of the information received are generally updated using the received ones. The Pareto solutions received will serve to update the local Pareto archive. For the current population, any replacement strategy can be used (e.g., random, elitist).

The different metaheuristics involved in the cooperation may evaluate different subsets of objective functions [510] (Fig. 6.31). For instance, each metaheuristic may handle a single objective. Another approach consists in using a different aggregation weights in each metaheuristic or different constraints [721].

Each metaheuristic may also represent a different partition of the decision space or the objective space [566,753]. By this way, each metaheuristic is destined to find a particular portion of the Pareto optimal front.

Another main issue in the development of parallel metaheuristics for MOPs is how the Pareto set is built during the optimization process. Two different approaches may be considered (Fig. 6.31):

- **Centralized Pareto front:** The front is a centralized data structure of the algorithm that is built by the metaheuristics during the whole computation. This way, the new nondominated solutions in the Pareto optimal set are global Pareto optima [57,145,191].

- **Distributed Pareto front:** The Pareto front is distributed among the metaheuristics so that the algorithm works with local nondominated solutions that must be somehow combined at the end of their work [227,603,666]. No pure centralized approach has been found clearly motivated by efficiency issues [577]. All the

![FIGURE 6.31](https://example.com/figure631.png)  
Classification of parallel metaheuristics for multiobjective optimization.
found centralized approaches are combined with distributed phases where local nondominated solutions are considered. After each distributed phase, a single optimal Pareto front is built by using these local Pareto optima. Then, the new Pareto front is again distributed for local computation, and so on.

### 6.3.2 Iteration-Level Parallel Model for MOP

The evaluation step of a multiobjective metaheuristic is generally the most time consuming. Therefore, to speed up the search, the iteration-level parallel model distributes the evaluation of solutions. This type of parallel approach is aimed at speeding up the computations and the basic behavior of the underlying algorithms is not altered. It is the easiest and the most widely used parallel model in multiobjective optimization because of the MOPs that are usually solved in this field. Indeed, many MOPs are complex in terms of the objective functions. For instance, some engineering design applications integrate solvers dealing with different disciplines: computational fluid dynamics, computational electromagnetics (CEM), or finite element methods. Other real-life applications deal with complex simulators. A particularly efficient execution is often obtained when the ratio between communication and computation is high. Otherwise, most of the time can be wasted in communications, leading to a poor parallel algorithm.

In the multiobjective context of metaheuristics, the iteration-level parallel model generally consists in distributing the set of solutions (population or neighborhood) among the different workers. Each worker evaluates the vector of all the objective functions on the associated solutions \[666\], or a given objective for all the solutions, or a hybrid strategy (Fig. 6.32).

Moreover, ranking methods are used to assign a fitness to each solution of a population. These ranking methods are computation intensive and may be parallelized. Updating the archives at each iteration is also a time-consuming task.

**Example 6.11 Parallel cone dominance ranking.** The cone dominance concept facilitates the parallelization of the fitness assignment procedure. Indeed, each process will use a different nonoverlapping cone, so that the Pareto optimality of each process is different from the other ones.

### 6.3.3 Solution-Level Parallel Model for MOP

The main objective of the solution-level parallel model for MOP is to speed up the search by parallelizing the treatments dealing with single solutions (e.g., objective evaluation, constraint satisfaction). Indeed, the evaluation of multiple objective functions in MOPs is the most time-consuming part in a metaheuristic. Therefore, several algorithms try to reduce this time by means of parallelizing the calculation of the fitness evaluation \[715,721,737\]. The classical approaches must be adapted to multiobjective optimization (Fig. 6.31):
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**Figure 6.32** The iteration-level parallel model in multiobjective metaheuristics.

- **Functional decomposition:** This approach consists in distributing the different objective functions among the workers, and each of them computes the value of its assigned function on each solution. The master will then aggregate the partial results for all the solutions. Such approach allows a degree of concurrency and the scalability is limited to the number of objective functions, meaning often 2 or 3. Moreover, each objective function may be decomposed into several subfunctions. Then, the degree of concurrency will be equal to the number of subfunctions.

- **Data decomposition:** For each data partition of the problem (database, geographical area, structure, and so on), all the objectives of the problem are evaluated and returned to the master. The master will aggregate the different results.

**Example 6.12 Multidisciplinary design optimization.** In multidisciplinary design optimization, many engineering domains with different models are used to design a structure. For example, in designing a car, one has to optimize the airflow around the car and the toughness of materials. The former objective is based on a computational fluid dynamics solver, whereas the latter objective is based on finite element methods solver. Moreover, the structure representing a car may also be decomposed into many substructures. Each substructure will be handled in parallel (Fig. 6.33).
FIGURE 6.33 The solution-level parallel model in multidisciplinary design optimization. Different solvers are used within different partitions of the structure.

In the multiobjective context, the scalability of this model is limited by the number of objectives and the number of subfunctions per objective. It is then more important than in the monoobjective case. The scalability could be improved again if the different objective functions are simultaneously parallelized.

6.3.4 Hierarchical Parallel Model for MOP

As for monoobjective optimization, the three parallel models are complementary and can then be combined into a single hierarchical model.

Example 6.13 Parallel multiobjective network design. The design of large networks (e.g., telecommunication, transportation) is complex, with a great impact on the quality of service (QoS) and the cost of the network. For instance, the optimal design of radio cellular mobile networks (GSM, GPRS, UMTS, Wimax) is a challenging application for telecommunication companies. This problem can be defined as a positioning and configuration of a set of antennas on a given geographical area to fulfill two classes of objectives (Fig. 6.34):

- **Cost of the network:** This will be related to the number of antennas to minimize, their localization, and their configuration.
- **Quality of service:** This class may integrate many objectives such as minimizing the interferences and maximizing the handled traffic.

and satisfy some constraints such as the covering of the whole geographical area and the handover mobility. The antenna positioning problems deals with finding a set of sites for antennas from a set of predefined candidate sites, and setting up the configuration of different parameters of the antennas (e.g., tilt, azimuth, power).

In addition to the NP-completeness of the problem and the huge number of solutions in the search space, the other difficulty of this multiobjective problem is the high computational cost required to evaluate the objective functions and the constraints. A high memory is also needed. In fact, each evaluation needs the simulation of the whole network using complex wave propagation models. A more extensive analytical and technical formulation may be found in Ref. [752].

Hence, the following parallel hierarchical model (Fig. 6.35) can be designed to solve this complex multiobjective network design problem to exploit the characteristics of each model:
FIGURE 6.34 Network design problem: placement and configuration of antennas on a given geographical area. A cell associated with an antenna is defined as its covering area. The handover mobility constraint deals with the communication continuity when a mobile is moving toward a new cell (cell switching).

FIGURE 6.35 Parallel hierarchical model for multiobjective network design: conjunction use of the three complementary parallel models.
• Algorithmic-level parallel model: At this highest level, a parallel self-contained cooperative model based on evolutionary algorithms (island model) is designed. Each island represents a multiobjective Pareto approach based on a genetic algorithm. The islands are organized in a topology based on a bidirectional ring. The Pareto archive of each island is communicated to its neighbors. This Pareto archive represents all the generated Pareto solutions during the search. Each Pareto archive participates in the selection phase of the local island (elitism). The cooperation between the islands is asynchronous, that is, when the migration criteria occur for a given island, it sends the new Pareto archive to its neighbors. The migration criteria are based on the number of updates of the local archive. If this number is greater than a given threshold, a migration is carried out. When receiving an archive from a neighbor, an island will update its local archive. The Pareto solutions of the union of the two archives (local and neighbor) represent the new archive.

The impact of cooperation in terms of effectiveness can be shown by comparing the presented model and the one without cooperation between islands. This model scales very well in terms of the efficiency. Good speedups are obtained on diverse parallel architectures: clusters, networks of heterogeneous workstations, clusters of shared-memory machines, and a desktop grid. This is due to the large granularity of this parallel model. However, increasing the number of islands will not systematically improve the quality of the obtained Pareto front.

• Iteration-level parallel model: At this intermediate level, a parallel asynchronous evaluation model for a steady-state evolutionary algorithm is designed. Then, the evaluation and the reproduction steps of a GA are carried out in a parallel asynchronous manner by different workers. This model is asynchronous in the sense that the order of evaluation defined by the selection phase may not be the same as in the replacement phase. Indeed, the evaluation cost depends on the characteristics of an individual (e.g., number of active sites) and also on the load and speed of the processor that handle the evaluation process.

The obtained speedups show that this model is efficient when running on a cluster and a local network of workstations. The asynchronous characteristic of this parallel model makes it efficient even on an heterogeneous shared network of workstations and a desktop grid. Moreover, it is a fault-tolerant model. A fault of an evaluator processor does not affect the parallel program. This is an important issue for heterogeneous network of workstations and desktop grids where the probability to have a fault is relatively important.

• Solution-level parallel model: A parallel synchronous decomposition model can be used. The geographical area is decomposed into equal partitions. All objectives and constraints are evaluated on their associated partitions. The implementation is based on a master/worker paradigm. The master communicates its data partition to each worker. The number of partitions equals the number of used processors. Each worker computes the partial functions of the objectives and constraints on the associated geographical area and then the partial results are returned to the master. The master receives all the partial results and then aggregates them to obtain the whole evaluation of a network.

The obtained speedups of this parallel model depend on the number of processors. For a small\(^1\) number of processors (1, ... , k), the speedup is quasi-linear. A

\(^1\)For this application, k = 8.
degradation\(^{16}\) of the speedup has been shown from \(m\) processors for a cluster and from \(n\) for networks of workstations with a lower speed communication network. As the number of partitions depends on the number of processors, the granularity of the model decreases with the number of processors. Hence, the experiments show that this model is not scalable in terms of the number of processors. The larger the instance, the better the scalability of this model. The more significant the bandwidth of the communication network, the better the scalability of this model. Let us notice that a superlinear speedup of the global parallel model has been obtained on a cluster of processors. This is due to the use of the different hierarchies of the memory (cache, etc.) and the large memory needed by the application, which is very limited for a sequential processor.

6.4 PARALLEL METAHEURISTICS UNDER ParadisEO

This section illustrates the use of ParadisEO to design and implement parallel and distributed models for metaheuristics. ParadisEO–PEO is the module in charge of parallel and distributed implementation of metaheuristics. Some illustrations are given for evolutionary algorithms, particle swarm optimization, and local search.

6.4.1 Parallel Frameworks for Metaheuristics

Designing generic software frameworks to deal with the design and efficient transparent implementation of parallel and distributed metaheuristics is an important challenge. Indeed, efficient implementation of parallel metaheuristics is a complex task that depends on the type of the parallel architecture used. In designing a software framework for parallel metaheuristics, one has to keep in mind the following important properties: portability, efficiency, easy use, and flexibility in terms of parallel architectures and models.

Several white box frameworks for the reusable design of parallel metaheuristics have been proposed and are available on the Web. Some of them are restricted to only parallel and distributed evolutionary algorithms. The most important of them are DREAM (Distributed Resource Evolutionary Algorithm Machine) [35], ECJ (Java Evolutionary Computation) [819], JDEAL (Java Distributed Evolutionary Algorithms Library)\(^{17}\) and Distributed BEAGLE (Distributed Beagle Engine Advanced Genetic Learning Environment) [291]. These frameworks are reusable as they are based on a clear object-oriented conceptual separation. They are also portable as they are developed in Java except the last system, which is programmed in C++. However, they are limited regarding the parallel distributed models. Indeed, in DREAM and ECJ, only the island model is implemented using Java threads and TCP/IP sockets. DREAM is particularly deployable on peer-to-peer platforms. Furthermore, JDEAL provides

\(^{16}\)For this application and the target architectures, \(m = 32\) and \(n = 16\).

\(^{17}\)http://www.laseeb.org/sw/JDEAL.
only the master–worker model (iteration-level parallel model) using TCP/IP sockets. The latter implements also the synchronous migration-based island model, but deployable on only one processor.

For S-metaheuristics, most of the existing software frameworks [301,550] do not allow parallel distributed implementations. Those enabling parallelism and distribution are often dedicated to only one solution method. For instance, Ref. [79] provides parallel skeletons for the tabu search method. Two skeletons are provided and implemented in C++/MPI: independent runs (multiStart) model with search strategies and a master–slave model with neighborhood partition. The two models can be exploited by the user in a transparent way.

Few frameworks available on the Web are devoted to both S-metaheuristics and P-metaheuristics and their hybridization. MALLBA [22], MAFRA (Java mimetic algorithms framework) [481], and ParadisEO are good examples of such frameworks. MAFRA is developed in Java using design patterns [293]. It is strongly hybridization oriented, but it is very limited regarding parallelism and distribution. MALLBA and ParadisEO have numerous similarities. They are C++/MPI open-source frameworks. They provide all the previously presented distributed models and different hybridization mechanisms. However, they are quite different as ParadisEO is more flexible, thanks to the finer granularity of its classes. Moreover, ParadisEO provides also the PVM-based communication layer and Pthreads-based multithreading. On the other hand, MALLBA is deployable on wide area networks [22]. Communications are based on NetStream, an ad hoc flexible and OOP message passing service upon MPI. Furthermore, MALLBA allows the hybridization of metaheuristics with exact methods.

ParadisEO–PEO offers transparent implementation of the different parallel models on different architectures using suitable programming environments. The following sections show how could these parallel models be designed by the user in a transparent way, one has just to instantiate their associated provided classes. ParadisEO–PEO offers the easy implementation of the three main parallel models. The algorithmic-level parallel model allows several optimization algorithms to cooperate and exchange any kind of data. The iteration-level parallel model proposes to parallelize and distribute a set of identical operations. In the solution-level parallel model, any calculation block specific to the optimization problem can be divided into smaller units to speed up the treatment and gain efficiency. The goal of this section is to present how anyone could effectively use these models with ParadisEO–PEO to tackle any optimization problem. The power of the implementation is so important that, in fact, the optimization problem is just an example that can be extended to any algorithm. Consequently, the most generic example for each of the three levels are outlined.

6.4.2 Design of Algorithmic-Level Parallel Models

The algorithmic-level parallel model for metaheuristics is quite easy to design and implement. Let us consider the following problems:
- An application requires three identical optimization algorithms that cooperate. For instance, three metaheuristics need to exchange some solutions to increase the quality of the obtained solutions.
- The implementation must be distributed. For instance, a user has three available machines and he wants to deploy one metaheuristic per machine.
- The metaheuristics exchange the same kind of data.
- The three algorithms can send their data to each other. They can receive some data from each other.

Within ParadisEO–PEO, there exist all the necessary software components to quickly design and implement such a specification. The following design questions and their answers are sufficient to specify what this user should do.

6.4.2.1 Algorithms and Transferred Data (What?) The optimization algorithms could be considered as black or white boxes. That means each optimization algorithm can be any kind of C++ structure or any program embedded into a C++ structure. No heritage is imposed, the algorithms can be defined using functions, structures, or classes.

The code to be launched in parallel must be enclosed within a function operator having only one or no parameter. This operator specifies the behavior of the algorithm and it can be whatever the user wants. In addition, there are no restrictions for the transferred data, but the algorithms have to send and receive the same single type of data. For instance, it could be a population of solutions stored in a standard vector, a component, a primitive type, and so on.

Solutions exchange (selection policy): In ParadisEO, population-based metaheuristics such as EA and PSO algorithms deal with solutions that compose the population (individuals for evolutionary algorithms, particles for swarm optimization), and the transferred data may correspond to some of these solutions. Hence, a large set of ready-to-use strategies are implemented for the selection of the migrants. It is just an application of the generic transfer but set up in the specific case where EAs or PSO algorithms cooperate. It uses all the templates inheriting from the primitive `eoSelect`, the same as the one used in ParadisEO–EO to design evolutionary algorithms. Different selection strategies in ParadisEO–EO are used, for instance, to select the parents undergoing variation operators (e.g., roulette wheel, ranking, stochastic or deterministic tournaments, uniform sampling). The flexibility of the library makes it easy to reuse these policies for emigrants selection.

6.4.2.2 Transfer Control (When?) Even if there are several well-known checkpointing operations allowing to control the data transfer, the algorithms involved must have the possibility to specifically plan the exchanges with the other instances. The transfer control highly depends on the involved parallel model. Any entity aiming to start and control a transfer between cooperating programs necessarily needs to be highly flexible. Under ParadisEO–PEO, two classes `poeAsyncDataTransfer`
and peoSyncDataTransfer ensure, respectively, the asynchronous and synchronous data transfers (Fig. 6.36). They are viewed as cooperative components and can be launched anytime it is necessary in any execution state. Obviously, each of the algorithms must embed one of these two classes. It just has to call it each time it needs to send and receive data.

ParadisEO–PEO proposes many mechanisms for the exchange decision criteria, in case of the algorithms involved are metaheuristics directly implemented with ParadisEO’s components. The primitives peoAsyncIslandMig and peoSynchronicIslandMig propose, respectively, the asynchronous and synchronous exchanges (Fig. 6.37). The exchanges can be applied to any metaheuristic and are launched at each iteration. They are embedded into the checkpointing component eoCheckpoint. These templates take either a migration frequency (synchronous exchange) or a continuator object inheriting from the basic eoContinue (asynchronous). The asynchronous continuation criteria can be periodic (e.g., time based, generation number, manually controlled), or probabilistic (e.g., fitness improvement, steady fitness). As in the rest of ParadisEO, all the quoted migration criteria are predefined as classes. Hence, the user can either easily use them directly or combine them as building blocks to design specific criteria.

6.4.2.3 Exchange Topology (Where?) The way several parallelized or distributed entities cooperate all together is defined by a communication topology. It aims to fully describe, from a high level, the entities that can send information to others. It appears clearly that this concept is essential for any distributed architecture as it gives the intrinsic communication behavior. ParadisEO–PEO proposes many topologies, all inheriting from the abstract class topology. The user just has to choose one of them (Fig. 6.38):

- Star topology that corresponds to StarTopology.
- Ring topology that corresponds to RingTopology.
- Complete topology that corresponds to CompleteTopology. Each entity cooperates with each other.
- Random topology that corresponds to RandomTopology. For technical constraints, it is only usable with the synchronous transfers.
FIGURE 6.37 UML diagram for information exchange components within ParadisEO-PEO.
The topology can also be freely extended. Regarding the implementation, the topology must be passed to the data transfer component. Furthermore, once the communication structure is set, an important point must be raised: How the received data are effectively aggregated by the algorithms? That means, how does an algorithm treat the data arriving at the same moment from the other algorithms? In general, there is a local copy of the received information. The data transfer component cannot be constructed without the aggregation definition. ParadisEO–PEO allows the user define this aggregation by any structure, class, or template. The aggregations can also be different for the cooperating algorithms.

### 6.4.2.4 Replacement Strategy (How?)

This integration policy is really facilitated within ParadisEO–PEO when P-metaheuristics (e.g., EAs, PSOs) are involved for the algorithmic-level model. For this case, the following templates (`peoAsynIslandMig` and `peoSyncIslandMig`) can be used. Both of them expect a replacement strategy for the migrant information that arrive in the target population. It aims to answer the design question: “How are the received solutions integrated into the local population?” Similarly, with the selection strategy, designing the replacement strategy is straightforward. The user can choose one of the templates extending `eoReplacement` of the ParadisEO–EO module. The replacement strategies that can be used include, for instance, tournaments, EP-like stochastic replacement, elitist, and pure random replacement.

At this step, all design questions have been tackled. Nevertheless, the implementation aspects have not been explained. They can be completely transparent for the final user. The way the resources are distributed between the algorithms, which are all processes in terms of operating system, must be described in a short XML (eXtended Modeling Language) file.

### 6.4.2.5 Parallel Implementation

The last required step wraps the sequential algorithms inside parallel programming environments and assigns the control of the parallel components to these parallel environments. Within ParadisEO–PEO, this is completely transparent. The class `peoWrapper` ensures the wrapping (Fig. 6.39). The wrapper inherits from the abstract base-class `Runner` and takes an algorithm and its parameters to make it parallel. No additional code or configuration is required for ParadisEO–PEO.
6.4.2.6 A Generic Example In this section, a short generic example illustrating the previous concepts using ParadisEO–PEO is presented. Three identical algorithms synchronously exchange an integer value over a ring topology. Below is the C++ basic structure of the algorithm:

```cpp
struct Algorithm {
    Algorithm( TYPE& buf, peoSyncDataTransfer& extDataTransfer )
        : transferBuffer( extTransferBuffer ), dataTransfer( extDataTransfer ) {
    }

    // the algorithm uses its own vector of data.
    // ‘operator’ that performs the main treatment.
    void operator()( std::vector< TYPE >& data ) {
        /* ...... problem specific treatment ..... */

        // launch the transfer
        dataTransfer();
    }

    TYPE& buf; // the data that will be transferred have the
    // generic type "TYPE"
    peoSyncDataTransfer& dataTransfer;
};
```

The aggregation component:

```cpp
struct Aggregation {
    void operator()( TYPE& currentValue, TYPE& receivedValue ) {
        // aggregation
    }
};
```
The three algorithms use a complete topology:

```cpp
CompleteTopology topology;
```

The data transfer can be specified using

```cpp
peoSyncDataTransfer syncTransferA( transferBufferA, topology, aggregation );
peoSyncDataTransfer syncTransferB( transferBufferB, topology, aggregation );
peoSyncDataTransfer syncTransferC( transferBufferC, topology, aggregation );
```

Then, the sequential algorithms are wrapped to become parallel:

```cpp
Algorithm A (transferBufferA, syncTransferA);
Algorithm B (transferBufferB, syncTransferB);
Algorithm C (transferBufferC, syncTransferC);
```

```cpp
peoWrapper parallelA( A, dataA ); syncTransferA.setOwner ( parallelA );
peoWrapper parallelB( B, dataB ); syncTransferB.setOwner ( parallelB );
peoWrapper parallelC( C, dataC ); syncTransferC.setOwner ( parallelC );
```

The execution is easily launched using

```cpp
peo :: run();
peo :: finalize();
```

The previous lines are sufficient to underline the power of ParadisEO–PEO in terms of flexibility and components reuse; for instance, changing the topology amounts replacing the `CompleteTopology` by `RingTopology` or any other.

### 6.4.2.7 Island Model of EAs Within ParadisEO

Here is a summary of the code where two evolutionary algorithms synchronously exchange individuals according to a ring topology. The first island (EA n1) is defined as follows:

```cpp
// Individual definition: a vector of real, fitness also real
typedef eoReal<double> Indi;
// EA n1 defined as eaAlg1
// ... //
// Migrants selection strategy n1
eoRandomSelect<Indi> mig_select_one;
eoSelector <Indi, eoPop<Indi> > mig_select (mig_select_one, MIG_SIZE,pop);
// Integration policy n1
```
eoPlusReplacement<Indi> replace;
eoReplace <Indi, eoPop<Indi>> mig_replace (replace, pop);
// Synchronous exchange from the EA n1
peoSyncIslandMig<eoPop<Indi>, eoPop<Indi>> mig1 (MIG_FREQ,
mig_select, mig_replace, topology);
// add the EA1’s migrations to the checkpointing operation
checkpoint.add(mig1);
// the sequential EA n1 (some of the components used are not
detailed here)
eoEasyEA< Indi >> eaAlg1 (checkpoint, eval, select, transform,
replace);
// transform the sequential EA to a parallelized one
peoWrapper parallelEA1 (eaAlg1, pop);
// the migrations belong to the parallel EA n1
mig1.setOwner(parallelEA1);

A similar configuration is defined for the other island (EA n2):

// EA n2 defined as eaAlg2
// ... //
// Migrants selection strategy n2
eoRandomSelect<Indi> mig_select_one2;
eoSelector <Indi, eoPop<Indi>> mig_select2 (mig_select_one2,
MIG_SIZE, pop);
// Integration policy n2
eoPlusReplacement<Indi> replace2;
eoReplace <Indi, eoPop<Indi>> mig_replace2 (replace2, pop);
// Synchronous exchange from the EA n2
peoSyncIslandMig<eoPop<Indi>, eoPop<Indi>> mig2 (MIG_FREQ,
mig_select2, mig_replace2, topology);
// add the EA2’s migrations to the same checkpointing
operation checkpoint.add(mig2);
// the sequential EA n2 (some of the components used are not
detailed)
eoEasyEA< Indi >> eaAlg2 (checkpoint, eval, select, transform,
replace);
// transform the sequential EA to a parallelized one
peoWrapper parallelEA2 (eaAlg2, pop);
// the migrations belong to the parallel EA n2
mig.setOwner(parallelEA2);

The model is launched by simply adding

peo :: run();
peo :: finalize();
6.4.3 Design of Iteration-Level Parallel Models

In this section, the way the iteration-level parallel model is designed and implemented within ParadisEO–PEO is studied. This parallel model is concerned with the generic aspects referred to the parallelization of a single iteration of the metaheuristics. Generally, the operation units to parallelize are more or less independent. The behavior of the algorithm is not altered but its execution can be highly accelerated.

6.4.3.1 The Generic Multistart Paradigm

Basically, in terms of implementation, a multi-start primitive applies the same calculation or operation to a set of entities having the same type (Fig. 6.40). With such a definition, the paradigm has no limit as it allows any program, repeating the same treatment on a set of units, to be executed much faster. The following are the design questions one has to answer to implement a multistart parallel model:

- What is the sequential algorithm that performs the multistart? In other words, what is the algorithm that treats the units in an independent and parallel manner?
- What are the data the multistart is applied to and what is the associated operation unit?
- Once they have been performed, how are the treatment units replaced or integrated into the main algorithm?

What is the sequential algorithm that performs the multistart? When using ParadisEO–PEO, any C++ code could take advantage of the multistart paradigm. The implementation is completely generic and the low-level mechanisms are transparent for the final user. The algorithm (structure, class, template, and so on) must simply embed an instantiation of the `peoMultiStart` template. It is a communicable service in ParadisEO–PEO. The only constraint is that the core of the algorithm must be contained or encapsulated into the `operator()`. The `peoMultiStart` template can be applied to any set of data having an iterator (in C++ terms). For instance, it can perform the same treatment on each element contained in a standard

![UML diagram of the multistart component available within ParadisEO–PEO.](image)
vector. The following is an example of a generic structure using a `peoMultiStart`:

```cpp
struct Algorithm {
    // a multiStart is expected to build the structure
    Algorithm( peoMultiStart< unsigned int >& extMultiStart )
        : multiStart( extMultiStart ) {}

    void operator()( std::vector< unsigned int >& data ) {
        // ... do any operation here ... 
        // launch the multi-start using the data vector received
        // as an argument
        multiStart( data );
    }

    peoMultiStart< unsigned int >& multiStart;
};
```

What are the data the multistart is applied to and what is the associated operation unit? The multistart cuts out a set of data, launches the operation unit using the master–slave paradigm on each data, gets back the results, and replaces the values. ParadisEO–PEO exactly gives the possibility of such generality. The operation unit can be any class, structure, or template implementing the `operator()`. The following is a simple example where the parallelized treatment consists in putting a value squared.

```cpp
// MultiStartAlg is the structure acting on each operation unit
struct MultiStartAlg {
    void operator()( unsigned int& value ) {
        value *= value;
    }
};
```

The multistart itself, embedding the previous structure, is specified by

```cpp
peoMultiStart< unsigned int > multiStart( MultiStartAlg );
```

The template specifies the type of data the launched algorithm will act on. The rest is quite simple. The user has to instantiate the sequential algorithm to make it parallel:

```cpp
// creating the 'sequential' instance of the algorithm
Algorithm A( multiStart );
std::vector< unsigned int > dataA;
// wrapping the sequential algorithm inside a parallel environment
peoWrapper parallelA( A, dataA );
// setOwner - the parallel environment controls the parallel component
multiStart.setOwner( parallelA );
```
Once they have been performed, how are the treatment units replaced or integrated into the main algorithm? For most of the cases, the transformed units are directly replaced by reference.

6.4.3.2 Use of the Iteration-Level Model There exist several common applications using the multistart paradigm, such as the generation and evaluation of the neighborhood in S-metahueristics and the generation of successive populations in P-metahueristics. Both can take advantage of the iteration-level model as it does not alter their behavior. For P-metahueristics in general, the evaluation is by far the most costly step. Each member of the population is an independent unit and the evaluation can be easily performed in parallel. In ParadisEO–PEO, the parallel evaluation of a population in P-metahueristics is directly integrated. One does not need to implement it as the template `peoPopEval` is already available (Fig. 6.41).

If a sequential EA is implemented, the user just has to replace

```cpp
// the eval object acts on Indi (a vector of doubles) and return a double
eoEvalFuncPtr<Indi, double, const vector<double>& > plainEval( real_value );
```

by

```cpp
peoEvalFunc<Indi> plainEval(f);
peoPopEval<Indi> eval(plainEval);
```

and transform the sequential EA into a parallel one:

```cpp
// pop is the population and ea the EA not detailed here
peoWrapper parallelEA( ea, pop);
eval.setOwner(parallelEA);
```

FIGURE 6.41 UML diagram of the `peoPopEval` template dedicated to the parallel evaluation of the population within ParadisEO.
Moreover, for neighborhood exploration, the same strategy is provided. For instance, if an EA deals with a population and if it needs to explore the neighborhood of all the individuals, the implementation with ParadisEO–PEO is straightforward. All the necessary components have been previously exposed.

```c++
// Initialization of a Hill-Climbing algorithm.
// The move is typed as a ‘‘TwoOpt’’
TwoOptInit pmx_two_opt_init;
TwoOptNext pmx_two_opt_next;
TwoOptIncrEval pmx_two_opt_incr_eval;
moBestImprSelect <TwoOpt> pmx_two_opt_move_select;
moHC <TwoOpt> hc (pmx_two_opt_init, pmx_two_opt_next, pmx_two_opt_incr_eval, pmx_two_opt_move_select, full_eval);

// Apply the local search on all the individuals (route) of a given population
peoMultiStart <Route> initParallelHC (hc);
peoWrapper parallelHC (initParallelHC, pop);
initParallelHC.setOwner(parallelHC);
peo :: run();
peo :: finalize();
```

Finally, for EAs implemented with ParadisEO, the crossover and the mutation can be automatically performed in parallel. The template peoTransform exploits the same mechanisms. All the other operators applied to a whole population can be coded using the generic techniques already described.

### 6.4.4 Design of Solution-Level Parallel Models
In this model, problem-dependent operations are parallelized. The two models that may be carried out are a functional decomposition and a data decomposition. For the two aspects, ParadisEO–PEO adds no other components compared to the ones described before. In fact, the components dedicated to the iteration-level parallel model can be similarly used. The elements to define are almost identical:

- Define the sequential algorithm and the associated core data.
- Embed a multistart component into this algorithm.
- Define the operations performed in parallel and their discrimination criteria linked to the data.
- Set the integration policy. In ParadisEO–PEO, the aggregation is used.

### 6.4.5 Implementation of Sequential Metaheuristics
To implement a parallel metaheuristic, the first step consists in implementing a sequential algorithm, such as
• A sequential EA that is mainly composed of a reproduction class (eoBreed), an evaluation function (eoPopEvalFunction), a replacement class (eoReplacement), and a continuator class (eoContinue). Note that all the classes use a template parameter Evolving Object Type or EOT that defines the type of the individuals of the EA population. It must be instantiated by the user.

• A sequential PSO that is composed of a velocity class (eoVelocity), a topology class (eoTopology), a flight class (eoFlight), an evaluation function (eoPopEvalFunction), and a continuator class (eoContinue). Note that all these classes use a template parameter Particle Object Type or POT that defines the type of the individuals of the PSO population. It must also be instantiated by the user.

• A sequential LS that is composed of generic classes and other classes specific to each local search method. Generic classes include eoMoveInit that allows to initialize a given movement, eoNextMove that enables the exploration of the neighborhood, and eoMoveIncrEval that computes the fitness value of a solution if a given movement is applied. Note that all the classes use a template parameter Move Type or MOVET that defines the movement type to be instantiated by the programmer.

To return the parallel algorithm, the algorithm has to be “wrapped,” thanks to the component peoWrapper (Fig. 6.42). The execution of parallel components can be carried out inside the algorithm itself.

6.4.6 Implementation of Parallel and Distributed Algorithms

Different classes within ParadisEO-PEO (Fig. 6.43) allow to define the various models of parallelism:

• peoPopEval: The class peoPopEval inherits classes Service and eoPopEvalFunc (Fig. 6.44). It allows to manage automatically the stake in the pack of the data to send.
• **peoTransform**: To make a parallel and distributed transformation, the ParadisEO framework gives the possibility of defining a `peoTransform` object (Fig. 6.45). This object allows, once incorporated into an algorithm, to perform a parallel and distributed operation of generating new solutions (e.g., reproduction of individuals in an EA using mutation and crossover operators).

• **peoSyncIsland and peoAsyncIsland**: The ParadisEO–PEO offers the required components for building in an easy manner a ring of evolutionary algorithms or particle swarm optimizers that exchange individuals across periodic migrations. Thus, insular models may be envisaged by grouping multiple algorithms as being part of the same topology.

• **peoSyncIslandMigration and peoAsyncIslandMigration**: These classes offer the support for synchronous and asynchronous migrations (Fig. 6.46).

  Let us consider the following scenario in which the migration should occur every 10 generations. Moreover, one would like to have the control on selecting the individuals to exchange as well as on replacing the current individuals with...
the immigrant ones. In other words, constructing an insular migration model consists in
– Having a ring topological model including several evolutionary algorithms and particle swarm optimizers.
– Defining the migration frequency as well as the size of the migration.
– Selecting the emigrant individuals and integrating the immigrant ones.

• peoMultiStart: The class peoMultiStart inherits from the class Service (Fig. 6.47). It has a leading part in managing the launch of several algorithms at the same time. This class is often used to realize a hybridization between a metaheuristic and a local search.
6.4.7 Deployment of ParadisEO–PEO

ParadisEO offers transparency in the sense that the user does not have to explicitly deal with parallel programming. One has just to instantiate the needed ParadisEO components. The implementation is portable on distributed-memory machines as well as on shared-memory multiprocessors. The user has not to manage the communications and thread-based concurrency. Moreover, the same parallel design (i.e., the same program) is portable over different architectures. Hence, ParadisEO–PEO has been implemented on different parallel programming environments and middlewares (MPI, Pthreads, Condor, Globus) that are adapted to different target architectures (shared and distributed memory, cluster and network of workstations, desktop and high-performance grid computing platforms) (Fig. 6.49).

The deployment of the presented parallel/distributed models is transparent for the user. In ParadisEO, as illustrated in Fig. 6.48, the communication scheme is composed of a communication interface that is based on message passing over a virtual machine.
6.5 CONCLUSIONS AND PERSPECTIVES

On one hand, optimization problems are more and more complex and their requirements are ever increasing. On the other hand, the rapid development of technology in designing processors (e.g., multicore, GPU, FPGA), networks (e.g., Infiniband, optical networks), and data storage has made the use of parallel computing more and more popular. Moreover, the cost/performance ratio in parallel computing systems is constantly decreasing.

Parallel and distributed computing can be used in the design and implementation of metaheuristics to speed up the search, to improve the quality of the obtained solutions, to improve the robustness, and to solve large-scale problems.

The clear separation between parallel design and parallel implementation aspects of metaheuristics is important to analyze parallel (multiobjective) metaheuristics. The key points of this chapter can be summarized as follows:

- In terms of parallel design, the different parallel models for monoobjective and multiobjective metaheuristics have been unified. Three hierarchical parallel models have been extracted: algorithmic-level, iteration-level, and solution-level parallel models. Hence, the same parallel models may be instantiated to different S-metaheuristics, P-metaheuristics, and multiobjective metaheuristics in a unified manner.
- In terms of parallel implementation, the question of an efficient mapping of a parallel model of metaheuristics on a given parallel architecture and programming environment (i.e., language, library, middleware) is handled. The focus is on the key criteria of parallel architectures that influence the efficient implementation of parallel metaheuristics: shared memory versus distributed memory, homogeneous versus heterogeneous, shared versus nonshared, local area network versus wide area network, and volatile versus nonvolatile
architectures. Then, each parallel model has been analyzed according to its granularity, scalability, (a)synchronous communication ability, and scheduling and fault-tolerance policies. For instance, a special emphasis has been laid on the deployment of parallel metaheuristics on grid computing systems [235,281]. This is a great challenge as nowadays grid frameworks for metaheuristics are becoming popular [35,537,576].

- The use of the ParadisEO–PEO software framework allows the parallel design of the different parallel models of metaheuristics. It also allows their transparent and efficient implementation on different parallel and distributed architectures (e.g., clusters and networks of workstations, multicores, high-performance computing, and desktop grids) using suitable programming environments (e.g., MPI, Threads, Globus, Condor).

One of the challenges in the coming years is to achieve Petascale performance. The emergence of multicore chips and many-core chips (i.e., GPU) technologies will speed up the achievement of this goal. In terms of programming models, cloud computing and peer-to-peer (P2P) computing will become an important alternative to traditional high-performance computing for the development of large-scale metaheuristics that harness massive computational resources. This is a great challenge as nowadays cloud and P2P-enabled frameworks for parallel metaheuristics are just emerging. A pure peer-to-peer computing system does not have the notion of clients or servers but only equal peer nodes that simultaneously function as both clients and servers to the other nodes on the network. Cloud computing is generally made available on the Internet (i.e., IP availability). Users of the cloud have access to the resources that are owned and operated by a third party on a consolidated basis. They are concerned with services it can perform rather than the underlying technologies used to perform the requested function.

In the future design of high-performance computers, the ratio between power and performance will be increasingly important. The power represents the electrical power consumption of the computer. An excess in power consumption uses unnecessary energy, generates waste heat, and decreases reliability. Very few vendors of high-performance architecture publicize the power consumption data compared to the performance data

In terms of target optimization problems, parallel metaheuristics constitute unavoidable approaches to solve the large-scale real-life challenging problems (e.g., engineering design, drug design) [757]. They are also one of the important alternatives to solve dynamic and robust optimization problems, in which the complexities in terms of time and quality are more difficult to handle by traditional sequential approaches. Moreover, parallel models for optimization problems with uncertainty have to be deeply investigated.

\[18\] The Web site www.green500.org rank the top500 machines using the number of megaflops they produce for each watt of power and serve as complementary to the www.top500.org site.
6.6 EXERCISES

Exercise 6.1 Independent multistart search for S-metaheuristics. In heterogeneous independent multistart parallel models for S-metaheuristics, one can use different parameter settings or various search components. Propose such parallel models for tabu search, simulated annealing, and variable neighborhood search.

Exercise 6.2 Algorithmic-level parallel model for P-metaheuristics. In designing a parallel cooperative model for a metaheuristic, one has to answer the following design questions: the exchange decision criterion (when?), the exchange topology (where?), the information exchanged (what?), and the integration policy (how?). Propose such parallel models for scatter search algorithms and estimation distribution algorithms. Enumerate some alternatives for every design question.

Exercise 6.3 Algorithmic-level design for evolutionary algorithms and scatter search. Is there any difference in the design of an algorithmic-level parallel model for evolutionary algorithms and scatter search? Which design answers can be reused from each metaheuristic?

Exercise 6.4 Dynamic load balancing for an algorithmic-level parallel independent model. A straightforward parallel model for the multistart local search is based on parallelizing the different searches. For a heterogeneous or nonshared parallel machine such as a network of heterogeneous workstations, a static load balancing strategy will not be effective. Let us consider a parallel model that is based on the master/workers paradigm, in which the master distributes the work and the workers realize the different searches. Propose a simple dynamic load balancing algorithm to schedule the different searches on the processors. Let us suppose $k$ searches and $n$ processors with $k \gg n$. A minimal granularity $m$ can be defined as $m = (k/q)$, where $q \ll n$. It defines the minimum number of local searches a processor will handle.

Exercise 6.5 Adaptive topology of communication. In the algorithmic-level parallel model, only static topologies of communication between metaheuristics (e.g., ring, mesh, hypercube, complete graph) have been outlined. An adaptive topology may be seen as a dynamic graph where the set of edges or nodes is updated during the search. What are the advantages of using such adaptive topologies? What are the events that can be used that cause the changes?

Exercise 6.6 Algorithmic-level parallel model for ACO. Our goal is to adapt the well-known island model of evolutionary algorithms to ant colony optimization (ACO) algorithms. Given a set of ant colonies connected by a given topology, which strategies can be applied to exchanged information between the colonies. For each type of information exchange, specify the integration procedure of the information received in the destination colony.
Exercise 6.7  Irregular parallel metaheuristics. Dynamic load balancing is an important issue for irregular parallel metaheuristics in which the execution time cannot be predicted at compile time and it varies over the iterations. Give some search components of metaheuristics (e.g., S-metaheuristics, P-metaheuristics) and optimization problems that can generate this irregularity.

Exercise 6.8  Adaptive scheduling for a parallel GRASP. As mentioned in Example 6.5, a parallel straightforward model for the GRASP metaheuristic is based on parallelizing the different iterations. For a heterogeneous and volatile parallel machine such as a desktop grid, a static load balancing strategy will not be effective. Let us consider a parallel model that is based on the master/workers paradigm, in which the master distributes the work and the workers realize the different iterations. Propose a simple adaptive load balancing algorithm to schedule the different iterations of the GRASP metaheuristic on the processors of a desktop grid. Let us suppose $k$ iterations and $n$ processors with $k \gg n$. A minimal granularity $m$ can be defined as $m = (k/q)$, where $q \ll n$. It defines the minimum number of local searches a processor will handle on a large network based architecture.

Exercise 6.9  Parallel genetic programming. In genetic programming, the individuals may vary widely in size. Hence, the complexity of computing their objective function may vary. What is the impact on the parallel implementation of the three parallel models (algorithmic level, iteration level, solution level) on a homogeneous cluster of processors. Analyze each situation and propose some solutions for each parallel model.

Exercise 6.10  Parallel models for bee colony optimization. Bee-colony-based optimization algorithms are mainly based on two different models: food foraging and marriage in the bee colony. They are intrinsically parallel models in which independent agents cooperate for food foraging and compete for queen’s marriage. Indeed, the bee colony has a decentralized system to collect the food. In comparison to ant colony algorithms, it will be relatively easier to treat each bee forager as an independent agent since the issue of sharing information (e.g., pheromones) does not occur. Design some parallel models for bee algorithms that are inspired by food foraging and/or marriage in the bee colony.

Exercise 6.11  Parallel models in minmax problems. Minmax continuous optimization problems initiated by Von Neumann have the form

$$\min_{x \in X}\{\max_{y \in Y}\{f(x, y)\}\}$$

where $X \subseteq \mathbb{R}^n$ and $Y \subseteq \mathbb{R}^n$, and $f(x, y)$ is a function defined on the product of the two sets $X$ and $Y$. Minmax problems play an important role in many domains such as game theory and optimization [226]. The problem may be stated as follows:

$$\min\{g(x) : x \in X\}$$
where
\[ g(x) = \max \{ f(x, y) : y \in Y \} \]

Propose a parallel hierarchical nested model to solve this class of important problems.

**Exercise 6.12  Implementation of the hierarchical parallel model.** Our goal is to use the three models of parallel metaheuristics in conjunction in a hierarchical way. The degree of concurrency of this model is \( c = k \times m \times n \), where \( k \) is the number of metaheuristics used, \( m \) is the size of the population or the neighborhood, and \( n \) is the number of partitions or tasks associated with the evaluation of a single solution. Given a cluster of \( N \) processors that is, in general, much less than the degree of concurrency \( c \), propose a partitioning–scheduling algorithm that maps the parallel model on the parallel architecture.

**Exercise 6.13  Parallel path relinking.** Let us consider the hybrid path relinking strategy presented in Example 5.26 to solve a multiobjective optimization problem. Propose a parallel model for this hybrid scheme.

**Exercise 6.14  Parallel Pareto local search.** Let us consider the hybrid Pareto local search algorithm presented in Algorithm 5.2 to solve a multiobjective optimization problem. Propose a parallel model for this hybrid scheme.

**Exercise 6.15  Parallel target aiming Pareto search.** Let us consider the HRH hybrid algorithm target aiming Pareto search (TAPAS) presented in Example 5.25 to solve multiobjective optimization problems. Design and implement a parallel model for this hybrid metaheuristic. Consider different parallel architectures to implement this parallel model.

**Exercise 6.16  Flexibility of the algorithmic-level parallel model under ParadisEO.** Given an algorithmic-level parallel model developed under ParadisEO–MO to solve an optimization problem (see Section 6.4.2 or many examples on the Web site on the framework), what the user has to perform if he wants to

- Transform the communication topology.
- Modify the replacement strategy.
- Change the information to be exchanged.
- Update the migration criterion in case of an asynchronous exchange.
- Change the frequency of exchange in case of a synchronous exchange.

**Exercise 6.17  Heterogeneous algorithmic-level parallel model.** Let us notice that already implemented particle swarm optimization algorithms and evolutionary algorithms are available under ParadisEO. Our objective is to design a heterogeneous parallel model in which two particle swarm optimizers cooperate with an evolutionary
algorithm (Fig. 6.50). For instance, the algorithms exchange their best solutions using a linear topology.

It is also possible to combine the algorithmic-level parallel model with the iteration-level parallel model. In each P-metahuristic (PSO, EA), the solutions (individuals in EA and particles in PSO) are evaluated in parallel. Design and implement such a parallel hybrid model under ParadisEO–PEO.
A.1 A BRIEF OVERVIEW OF UML NOTATIONS

In this section, a brief description of the UML notation is presented [86]. The focus is only on the diagrams and notations that are used in this book. UML stands for Unified Modeling Language. Today, it is accepted by the Object Management Group (OMG) as the standard for modeling object-oriented programs. UML defines nine types of diagrams. In this book, only class diagrams have been used.

Class diagrams are the backbone of UML. They describe the static structure of our framework. The goal of a class diagram is to define the classes within a model and their relationships. In an object-oriented program, classes are defined by their attributes (member variables), their operations (member functions), and their relationships with other classes.

Let us give an overview of the main diagrams used: classes and active classes, composition and aggregation, generalization, and templates and template parameters.

- **Classes and active classes**: The classes designate an abstraction of entities with common characteristics. They are illustrated in Fig. A.1a with rectangles divided into compartments. The partitions contain the class name (centered, bold, and capitalized), the list of attributes, and the list of operations. To make the figures readable, only the first partition is represented. Active classes shown in Fig. A.1b allow to initiate and control the flow of activity, while passive classes store data and serve other classes.

- **Composition and aggregation**: An aggregation relationship is an ownership between Class A, the whole (or aggregate), and Class B, its part. Class A plays a more important role than Class B, but the two classes are not dependent on each other. Aggregation is illustrated in Fig. A.1c by a hollow diamond that points toward the whole class.

1http://www.uml.org/.
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Composition is a special type of aggregation that denotes a strong ownership between Class A and Class B. It is illustrated in Fig. A.1d by a filled diamond that points toward the whole class. For instance, each instance of type Population that represents a population of solutions will contain an instance of type Individual that represents a single solution.

- **Generalization**: Generalization is another name of inheritance (“is a” relationship). This is represented by Fig. A.1e. Let us notice that it is possible to have multiple inheritance relationships.
- **Templates and template parameters**: Templates are generic classes that are represented by dashed rectangles. When they serve as parameters for a given class, they are represented at the top-right corner of that class (see Fig. A.1f).

For a more detailed presentation of the UML notation, the reader can refer to Ref. [86].

### A.2 A BRIEF OVERVIEW OF THE C++ TEMPLATE CONCEPT

Many important concepts are introduced in object-oriented programming such as abstraction, encapsulation, inheritance, and polymorphism. Those concepts allow a better understanding of the requirements of an application, a better quality design, reusable code, and a more easy maintainable software.

The most important object-oriented programming concept used in the ParadisEO framework is the template paradigm. This allows a more efficient reuse of the code than in standard classes.

Templates constitute extension of the class concept. They provide the same set of functionalities as classes but can operate on multiple data types (i.e., generic types).
Hence, only one template class with multiple data types is required instead of defining a class for each data type. Using templates, a data type is passed as a parameter.

For instance, consider the encoding part of a metaheuristic. The representation (or encoding) will be defined in a template. In a standard class, each class will be restricted to a given representation (e.g., permutation, binary vector, tree, and real-values vector). Using templates, only one template will be used to operate on various representations. In addition to the compactness of the code, this will improve the ease of use of the software and its flexibility. Moreover, templates are of great utility when combined with *multiple inheritance* and *operator overloading*.

There are two kinds of templates: *function templates* and *class templates*. A function template behaves like a function that can accept arguments of many types. The algorithm A.1 below shows a function template that computes the maximum of two elements of unknown types. For instance, this function template is useful to compare two solutions (e.g., individuals) into metaheuristics.

**Algorithm A.1** Function template.

```cpp
template <typename T>
const T& maximum(const T& x, const T& y)
{
    if (y > x)
        return y;
    else
        return x;
}
```

The user can use the same function for many different data types. The type to be compared is given to the template:

```cpp
maximum<int>(4, 8); // for integers
maximum<double>(4.0, 8.0); // for doubles
```

A class template defines a set of generic functions that operate on the type specified for each instance of the class (i.e., the parameter between the angle brackets, as shown in the following algorithm A.2).

**Algorithm A.2** Class template.

```cpp
template <class T>
class multiply {
    T result;
public:
    multiply (T first, T second)
    {
        result = first * second;
    }
};
```
The defined class serves to multiply two elements of any valid type. For instance, if one wanted to declare an object of this class to multiply two integers of type `int` with the values 110 and 27, one would write:

```cpp
multiply<int> myobject(110, 27);
```

The same class can also be used to create an object to multiply any other type, for instance, two elements of type `double`:

```cpp
multiply<double> myfloats(5.2, 4.54);
```

The compiler will generate the appropriate function code at compile time for the parameter type that appears between the brackets. For a comprehensive presentation of the C++ language and templates, the reader may refer to [http://www.cplusplus.com/](http://www.cplusplus.com/).
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indicator-based approaches, 341
indicator-based evolutionary algorithm, 342
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initial solution, 101
insertion operator, 92
integer linear programming, 6
integer program, 6
Intensification, 141
intensification, 24
interactive optimization, 32, 45
interior point methods, 4
Intermediate crossover, 215
inversion operator, 93
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island model, 468
iterated local search, 146
Iteration level, 462
Iterative, 25
iterative algorithms, 25
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linear programming, 3
Linear programming relaxation, 405
Linear representations, 36
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lower bound, 402
lower bounds, 61
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mathematical programming, 3, 402
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Maximum likelihood, 213
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mean-centric recombination, 215
Measurement, 57
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message passing interface, 490
Messy representations, 38
meta-modeling, 47
meta-optimization, 55
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middleware, 491
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minimum spanning tree problem, 27, 80
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mixed integer programming problems, 6
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multiagent systems, 240
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multiobjective optimization problem, 310
Multidisciplinary design optimization, 508
multidisciplinary design optimization, 17, 477
multimodal structure, 359
Multimodality, 116
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Multidisciplinary design optimization, 508
multiobjective optimization problem, 310
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multiobjective optimization, 360
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multistart model, 464
Multithreaded programming, 489
multithreading, 488
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nearest-neighbor approach, 345
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Nonlinear programming, 5
NP-complete, 14
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Object-oriented models, 490
objective function, 3, 43
objective space, 310
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open problems, 14
OpenMP, 489
optimization problem, 3, 11
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Order crossover, 218
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ParadisEO–PEO, 514
parallel diversification, 195
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Parameter tuning, 53
Parent-centric crossover (PCX), 217
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Pareto archived evolution strategy, 346
Pareto front, 311
Pareto optimal set, 311
Pareto optimality, 311
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Partially mapped crossover, 218
Particle swarm optimization, 247
Partitioning problems, 40
partitioning problems, 96
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pathogens, 264
penalizing strategies, 49
permutation, 36
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permutation flow-shop scheduling problem, 317
perturbation method, 148
Phase transition, 20
phenotype, 200
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Polynomial-time algorithm, 9
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Population-based search, 25
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Prime number decision problem, 11
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pseudo-random, 194
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Quantum representations, 39
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Rank-based fitness assignment, 206
Rastrigin, 59
real parameter optimization, 6
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Recency memory, 144
recency memory, 144
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Reference set, 235
reference vector, 313
regression problems, 40
reinforcement phase, 242
Reject strategies, 49
relative fitness, 47
relative speedup, 494
Relaxation methods, 405
relaxation techniques, 402
Remote procedure call, 490
Repairing strategies, 52
replacement, 220
Reporting, 57
representation, 34
representation-solution mapping, 40
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respectful, 214
Response surface, 48
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Robust optimization, 17
robust optimization, 476
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Rosenbrocks function, 230
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Routing problems, 155
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Satisfiability problems, 155
satisfiability problems, 44
satisficing solution, 313
Scalar approaches, 323
Scatter search, 233
scatter search, 193
Search memory, 191
search space, 104, 310
Search space smoothing, 157
security, 498
selection, 205
self-adaptive, 56
Self-adaptive mutation, 212
Self-Sufficient Objective Functions, 43
separation procedure, 409
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shared memory architectures, 481
sharing function, 344
short-term memory, 140
shortest path, 10
Shrink, 209
simple sequential inhibition, 195
Simplex crossover, 216
simplex-type method, 4
Simulated annealing, 126
Simulated binary crossover, 216
simulation, 31
single-solution based search, 25
Solution level, 463
somatic mutation, 265
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speedup, 493
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Sphere, 59
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Static scheduling, 496
statistical analysis, 63
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steepest descent, 123
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stochastic, 25
stochastic metaheuristics, 25
stochastic optimization, 476
stochastic programming, 15
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Switch, 210
symbolic regression problem, 204
symmetric multiprocessor, 481
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synthetic, 58
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Threshold accepting, 133
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Uncertainty, 15
uncertainty, 476
Unemployed Foragers, 257
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Uniform sampling, 195
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univariate marginal distribution algorithm, 224
utility, 3
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variable neighborhood descent, 150
Variable neighborhood search, 150
variable-depth search, 95
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velocity update, 250
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